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Lesson 01
INTRODUCTION TO ENVIRONMENTAL PSYCHOLOGY

Until relatively recently only a few scientists and perhaps fewer public officials were concerned with the
influence of advancing technology, population growth, and urbanization on the quality of the
environment and ultimately on the quality of human existence. Technological advances were hailed for
making dramatic improvements in the quality of life and for facilitating the endless search for comfort and
luxury, without appreciation of the effects these advances were having on the quality of the environment.
The term environment was rarely mentioned in the media and few legislators were making any concerted
efforts to pass laws to protect it. Gradually, though, we have become aware of the delicate balance
between the quality of the environment and the quality of human life, and we have come to realize that
this balance can be easily upset by human actions.

The dangers of acid rain, the fallibility of nuclear power plants, and the difficulties in handling and disposing
of toxic chemicals are coming to be appreciated. Other stark realizations are also being confronted. Among
these are that the pace of suburban sprawl and urban decay is quickening; the depletion of nonrenewable
resources is an inevitability; and cheap energy is a thing of the past. Chemicals such as dioxin,
formaldehyde, PCB (polychlorinated biphenyl),/ and sulfur dioxide, once found only in the lexicon of
scientists, are becoming household words, and heretofore unknown places like Love Canal, Chernobyl,
Bhopal, and Three Mile Island are making neatly everyone's list of places they would rather not be. The
credible capacity and propensity of humans to misuse and abuse the environment is now painfully apparent.
Despite these seeming revelations, though, we have only begun to undetstand the human role in
maintaining the health of the planet, to comprehend the effect of present actions on future outcomes, and
to consider alternatives to environmentally destructive behaviors.

But begun we have, and today daily newspapers and the nightly news regulatly report the abusive
treatment received by our water, land, and air, as well as the rapid depletion of energy resources.
Numerous local, state, and federal laws governing the use of our physical environment have been enacted
and the Environmental Protection Agency (EPA) has been created. Steps are being taken to prevent
massive oil spills at sea, to keep blast furnaces from belching ugly smoke and harmful particulates into the
atmosphere, to preclude raw sewage and deadly chemicals from being discharged into water, and to
forestall the accumulation of mountainous heaps of solid waste. Efforts are also being made to reduce
energy consumption, to design buildings to promote human functioning, to plan for urban development,
and to establish and preserve wilderness areas.

Despite the accelerated efforts of scientists, engineers, political and spiritual leaders, and the general public,
envitonmental problems are far from being solved. Without doubt there has been increased concern by
humans for their environment, but the wherewithal to turn this concern into effective remediating actions
has not always been available.

The Environment Debate

There are those who claim that the environment has already received sufficient abuse to render the planet
uninhabitable by the twenty-second century They point with indignation to the number of species that have
become extinct in the past 100 years, the desertification of once arable lines, the denuding of forests and
eutrophication of waters caused by acid rain ami the iru. rvasim; “htoud of smog smothering more and
more of the world's atse: a” evidence that the day of reckoning is approaching. They see the environment
as a helpless pawn in the struggle between the haves and the have-nots. Usurpation of natural resources by
the powerful and a desire to maintain them by the weak, they claim, has turned the environment into a *
battleground and the ultimate loser in this struggle.

There are those, of course, who just as emphatically point with pride to the great strides that have been
made in alleviating human suffering and promoting human welfare in the areas of agriculture, medicine, and

even design technology. If there is a problem, they claim, human ingenuity will solve it. To them:

There is no energy shortage, only an extraction problem
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There is no population problem, only an uneven distribution of the species
There is no toxic waste problem, only a few bugs to be worked out of the transportation and storage
mechanisms.

Obviously, the jury is still out with respect to who is right in this debate. It is possible that technology will
be made available to alleviate some of the pressure that humans are placing on the earth's resources. It is
also possible that the destructive behavior of humans will change sufficiently to reverse the trend in
environmental degradation. One thing for certain is that the debate is heating up. The convening of the
United Nations Earth Summit in June 1992 in Rio de Janeiro is ample evidence that more people are
becoming aware of the situation. Accompanying this recent heightened concern with human influences on
the environment has been a resurgence of interest in the effect of the environment on human functioning.
A multitude of biological, psychological, and social horrors have been augured given continued
environmental degradation and unchecked population growth. Information is beginning to amass regarding
the physiological, psychological, and behavioral effects of unwanted noise, air pollution, excessive
temperatures, barometric pressure, building design, among other environmental factors. Short-term effects
are being studied as well as long-term accumulative effects. Additionally, a growing literature suggests that
some environmental conditions produce detrimental aftereffects in those exposed to them (i.e., the effects
do not manifest themselves immediately, but rather show up much later after their causes have been
removed). These, too, are being studied with renewed interest. Similarly, the potential to alter values,
attitudes, and behavior vis-a-vis the environment is being explored.

The recent emergence of environmental psychology as a discipline signals a growing discontent with mere
speculation and uninformed rhetoric (often emotional) and reflects the efforts of social, behavioral, and
biological scientists (along with their colleagues in the design and engineering professions) to gain data-
based answers to questions regarding human/environment interactions. This increased concern, coupled
with increased research, has led to a substantiation of some popular opinions and to a refutation of others.
This book provides an introduction to what is currently known regarding person-environment relationships
and invites the reader to think about, add to, and act upon this information.

DEFINITION OF ENVIRONMENTAL PSYCHOLOGY

Environmental psychology constitutes an area of inquiry that is rooted in numerous disciplines. Biologists,
geologists, psychologists, lawyers, geographers, economists, sociologists, chemists, physicists, historians,
philosophers, and all of their sub disciplines, and all of their engineering brethren share an interest in
understanding the complex, often delicate, set of relationships between humans and their environments.

While this understanding is sought for its own sake the goal of basic research to say is that most "scientists
get involved in the environmental concerns, Its proponents, therefore, tend to focus on socially relevant
problems arid to emphasize practical application of knowledge. They emphasize the interrelationship of
environment and behavior, the physical environment as influencing people's behavior and people as actively
and sometimes passively, influencing the environment.

Because of this multiplicity of origins, and because of its relative youth as a discipline, environmental
psychology is still evolving. Any definition of the field must therefore reflect its breadth and its changing
nature, must include an acknowledgement of its strong pull to application (while being careful not to dismiss
the need for basic research), and must stress the reciprocal relationship of organisms to their
environments.

Environmental psychology could, therefore, be defined as a bebavioral science that investigates, with an eye toward
enbancing, the intervelationships between the physical environment and human bebhavior.

Even though this definition includes the concerns expressed above, it does not capture the richness of
thinking of those involved in the discipline, nor does it reveal the desire of its partisans to develop systemic
and inter-systemic models of understanding. For example environmental psychologists are interested in the
various physiological, psychological and behavioral processes by which people respond to the complexities
of their environment. Researchers in the field, therefore investigate questions that involve physiological
content (e.g., changes in heart rate, endocrine functioning, galvanic skin response, mortality)",
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psychological content (e.g., spatial behavior patterns, mental images, environmental stress, attitude change)
behavioral content (e.g. altruism, aggression, performance). They are concerned with understanding human
attitudes about, experiences within, and behaviors toward the environment, with an eye toward changing
those attitudes and behaviors to promote environmental preservation and to maximize human functioning.
Furthermore, they are likely to deal with this content from an interdisciplinary perspective; that is, they might
be concerned with meteorological, physical, geographical, architectural, and/or ecological features of the
environment that might have an impact on its inhabitants. Without doubt these aspects are also of concern
to geologists, physicists, chemists, and biologists. The field of environmental psychology, however, attempts
to deal with these concerns simultaneously to  develop a systematic and integrated understanding of the
interrelated processes governing organism /environment relationships.

Additionally, researchers in the field of environmental psychology are often simultaneously pulled toward
both the resolution of practical problems and the formulation of broad-based integrative theory.
Theoretical refinement often requires further (often nit-picking appearing) research, whereas practical
concerns demand solutions to present problems. The environmental psychologist tends to deal with these
facets simultaneously. For example, theoretical advances in our understanding of human responses to
crowding can contribute to practical applications to prevent adverse reactions to high population densi-
ty. Similarly, applied studies of "crowd control" techniques can help to refine theories accounting for
responses to crowding.

It is clear that as a discipline the uniqueness of environmental psychology is found in its diversity. This
diversity The diversity is manifest in terms of the disciplines that impact on it, in the research methods and
tactics utilized within it, in the areas of human concern to which its findings are applied and in the theories
developed to account for its research findings. Given these vatious considerations, and the knowledge that any
definition of the field of environmental psychology is subject to criticism and change, we will define
environmental psychology as:

“A multidisdplinary behavioral science, both basic and applied in orientation, whose foci are the systematic
interrelationships between the physical and social environments and individual human behavior and expetience”

THE ENVIRONMENT
The simplest expression of this definition is found in the work of psychologist Kurt Lewin (1951) who
sometime ago made the following statement:

"In principle it is everywhere accepted that behavior (B) is a function of the person (P) and the
environment (E)

B =/(P,E)
P and E in this formula are interdependent variables"

However, as Wohlwill (1970) has noted: "the role of the environment has almost invariably referred to
social or interpersonal influences, or else to effects presumed to be ascribable to the milieu in an alto-
gether unspecified sense"

And Saegert (1987), noting the lack of specificity for the term, has lamented that the social sciences
tend to define the environment almost exclusively in terms of social transactions and institutions. Thus,
although the term environment has been used for some time, it has remained vaguely "defned, referring
to an unspecified physical and social backdrop for behavior. And even when referring to nonsocial
conditions the term environment has been used to apply to sets of conditions as diverse as the climatic
conditions of a given geographic area, the cockpit of an airplane, the area surrounding a toxic waste
site, the structure of large corporations, reward /punishment contingencies, the design of nursery
schools, the "turf" of street gangs, a church congregation, the temperature in experimental
environmental chambers, and the size and placement of commodes in the residential bathroom, to
name but a few.
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Lesson 02
COMMON ASSUMPTIONS OF ENVIRONMENTAL PSYCHOLOGY

It really should come as no surprise that the term emvironment lacks specificity. Among others, historians,
biologists, architects, sociologists, economists, and psychologists have used term idiosyncratically in defining
variables of interests in their own disciplines. Historians have sought the environ mental Zeitgeist, biologists
the ecological niche, architects the desion features and economists the ratio of supply to demand to account for external
influences on human behavior. Whereas the term "environment" lacks specificity, it is nonetheless possible
to be explicit regarding the assumptions that undetlie its study.

The assumptions that we see as undetlying all environmental science, independently of specific orientation,
are as follows:

(1) The ecarth is the only suitable habitat we have;

(2) The earth's resources are limited;

(3) The earth as a planet has been and continues to be profoundly affected by life

(4) The effects of land use by humans tend to be cumulative

(5) Sustained life on earth is a characteristic of ecosystems and not of individual organisms or
populations.

Implicit in these assumptions is a call not only for multidisciplinary but also interdisciplinary strategies,
methods, and philosophical perspectives in perceiving, understanding, and maintaining the delicate
relationships that exist between humans and their environments. In the following pages we will elaborate
each of these assumptions.

1. The earth is the only suitable habitat we have, and its resources are limited. Throughout the history of
the earth various forms of life have begun, evolved, prospered, and died out, with the present dominance by
humans being a very recent development. But, despite this current domination two fundamental truths
must be faced:

(1) Humans, too, will succumb to extinction either through geologic, meteorologic, or interstellar cataclysm, natural biological
processes, internecine quarrels, or because the earth's resources will no longer support human life in its present form

(2) Although there may be other habitable islands in the cosmic sea, they are spaced at such great distances throughout the
universe as to be virtually irrelevant to human survival.

Notwithstanding these certainties, the earth is very important to those of us who ate now living and to our
children and to theirs. We must learn to live with the opportunities as well as the limitations the earth
affords, with the inexorable fact that it is dynamic and changing. And, we must do so in a way that allows for
continued human existence. The newly emerging area of environmental psychology holds the promise of
providing information that will allow sustained human tenure on earth.

2. The earth as a planet has been profoundly affected by life. Human contributions to the visual landscape of
the planet are everywhere: tall skyscrapers, intricate networks of highways and electrical lines/ engineered
lakes/ and the vapor trails of high-flying jet planes are constant reminders of human presence. More
subtle indicators are the changing quality of the chemical composition of the atmosphere, geologic changes
in the earth’s crust engineeting changes in hydrologic processes and chemical changes in the waters that cover the planet.

Clearing of fotests, plowing of land, black-topping of highways and patking lots not only affect the earth
visually but change the amount of carbon dioxide in the atmosphere, the light reflecting and absorbing
characteristics of the earth's surface and hydrologic drainage patterns. These changes in turn influence
the rate of heating and cooling and therefore the temperature of the earth and its atmosphere. Weather
and climate are thus influenced by the presence of humans. It is hoped that a more thorough
understanding of the ways in which humans influence earth's natural processes will lead to more
intelligent and life-preserving behaviors on their part.

3. The outcomes of land use by humans tend to be cumulative and therefore we have obligations to
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ourselves as well as future generations to minimize their negative effects. A number of changes in the
environment are brought about by human habitation; fall plowing/ the development of sanitation systems/
and the building of shelters are but just a few. These practices influence the earth immediately as well as
having long-term impact. A dam built today not only supplies electrical energy for today's population but
also influences the course of the waterways on which the dams are built/ often in irreversible fashion. The
inescapable conclusion of all this is that while humans have multiplied/ their life's resources have shrunk/ and
there is every indication that this trend is continuing. For example/ the same conditions that helped to create the
Sahara are expanding it southward. Every year two to three more square miles are lost to the drought and sands.
The “Thar” Desert of India is advancing at the rate of about one-half mile annually along its entire perimetet.
We have an obligation to ourselves and to future generations to see that this trend is halted/ if not reversed. An
understanding of environmental psychology represents a start toward reversing these trends.

. Sustained life on earth is a characteristic of eco system and not of individual otganisms and populations. No
single organism/ population/ or species is capable of both producing all its own food and completely recycling
all of its own metabolic products. Green plants and light produce carbon dioxide/ sugar and water; from
sugar and inorganic compounds many organic compounds are manufactured including protein and woody
tissue. But no plant can degrade the woody tissue developed in this fashion back to its inorganic compounds.
This degradation requires other organisms such as bacteria and fungi. To complete the recycling of chemical
elements from inorganic to organic and back to inorganic requires the use of several species. The smallest system
capable of complete chemical recycling is known as ECO System. Humans are part of a very complex and
delicately balanced ecosystem. Thus to understand humans fully it is necessary to study them within the
context of the ecosystems in which they survive. Environmental psychology is the field that attempts to
develop an understanding of this interdependency. It should be clear by now that to comprehend fully the
relationship of humans to their environment the student of the environment should be aware of
contributions from a large number of disciplines. Environmental studies by their very nature are the domain of
a generalist with a strong interdisciplinary interest. All environmental problems must be looked at from
numerous petrspectives so that a clear and total picture can be put together from the many pieces.

CURRENT EVENTS INFLUENCING ENVIRONMENTAL PSYCHOLOGY

If present trends continue: The world will become increasingly crowded, more polluted (L.eonard, 1986;
Peterson, 1987), less stable ecologically (Manabe & Wetherald, 1986), and more vulnerable to disruption
(World Commission on Environment and Development, 1987). Supplies of drinking water will diminish
drastically, and despite greater material output, the world's people will become poorer than they are today
(Postel, 1985, 1986, 1987). The forests of the world will become increasingly denuded as a result of the
requirements of wood for building and burning (Bowander, 1987; Myers, 1984) and as a result of the
increasing acidity of rainfall worldwide. Increases in arable land will be offset by the usurpation of land for
dwelling sites and the desertification of lands resulting from overpopulation. Following factors are important
to be considered I n this regard.

1. Population Trends

Wortld population projections concur that, given current trends, our numbers will reach 10 billion by 2030
and 30 billion by the end of the twenty-first century. These numbers are close to the estimates of the
carrying capacity of the entire earth. In some places on the globe, however, the carrying capacity has already
been exceeded. Population in Sub-Saharan Africa and in the Himalayan regions of Asia have exceeded the
capacity of the immediate area to sustain life. Overgrazing, fuel wood gathering, and destructive cropping
practices have coalesced to cause a series of ecological transitions leading from open woodlands, to scrub, to
fragile semi arid range, to worthless weeds, and finally to bare earth. Matters are mad worse where animal
dung and crop wastes must be burned for heating and cooking. Croplands ate then deprived of organic
materials, lose their ability to hold water; and become less fertile. In Bangladesh, Pakistan, and large parts of
India, large numbers of people to meet their basic needs have damaged the cropland, pasture, forests, and
water supplies upon which their livelihood depends. Dramatic increase in world population has been an
impetus for the emergence environmental psychology.

Resource Depletion and Environmental Degradation
Other examples of serious deterioration in the earth's basic resources can be found throughout the world,
including the industrialized nations. Erosion of agricultural soil, salinization of the highly productive
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irrigated farmland, and lake acidification becoming more prevalent. Extensive loss of tropical forests and
more ot less permanent soil degradation have occurred throughout much of the Amazon River Basin
(McHale, 1979). The world’s deserts now make up 800 million hectares ancl are increasing in size.

Regional water shortages and deteriorating water quality/ already a problem in many parts of the wotld are
likely to worsen. Increases of 200 to 300 percent in the world water withdrawals are projected to occur in the
next twenty years with much of it being contaminated as a result of waterways being used to provide
coolants and as waste transports. The potential for human conflict over the use of freshwater reservoirs is
accented by the fact that of the 200 major river basins of the world/ 148 are shared by two countries and 52 are
shared by three to ten countries. Long-standing difficulties over the shared tivers of Plata (Brazil and
Argentina)/ Buphrates (Syria and Iraq)/ and Ganges (Bangladesh and India) have the potential to intensify as
the need for additional freshwater occurs. Thus/ the depletion of natural resources essential for survival has
been another factor influencing the development of environmental psychology.

The by-products of an industrialized/ increasingly urbanized/ and highly populated planet bring with them
a host of problems. Chemical and human waste is being produced at rates faster than we can safely dispose of
them; non-renewable resources are being consumed at increasing rates; plans for reestablishing renewable
resources are shortsighted/ and the fate of our waterways/ wildlife/ climate/ and perhaps the earth itself
appears in jeopardy. The deterioration of the environment is thus another reason for the increased interest in
environmental psychology.

2. Public Policy and the Environment

The problems in preserving the carrying capacity of the earth and sustaining the possibility of a decent life for
human beings are indeed enormous and imminent but they are just that—problems.. Policy changes coupled
with government business and individual actions can do much to alleviate many of them. Policies that mandate
reforestation after cutting that require detoxification of chemical by-products before disposal and that involve
judicious soil management have begun to be implemented. Interest in energy and material conservation is
growing, industrial and household recycling is becoming mote prevalent/ and the need for family planning is
becoming better understood. High-yield hybrids are continuously being introduced and methods for farming the
seas are being developed. The need for reliable scientific data upon which to base public policy has given a
sense of urgency to the development of envitonmental psychology and has contributed to its growth as a
discipline.

3. Human Behavior and the Environment

Encouraging as these policy developments are, they are far from adequate to meet the growing challenges of
humankind. Needed changes go far beyond the responsibility of one nation, and new initiatives must be
taken if worsening poverty, environmental degradation, and international conflict are to be averted. The
solutions if they exist are complex and long-term and inextricably tied to the problems of poverty, injustice,
and social conflict. The problems of the globe are human problems, many of which have been caused directly
or indirectly by human presence. Advanced technology, while potentially a part of the solution to some of
these problems, is also the cause of many of them. Because many of these problems are the result of human
behavior, the psychologist, whose domain of interest is human behavior, has potentially a great deal to
contribute in their resolution.

Environmental psychologists are very much attuned to the health of mother earth. They realize there are no
quick fixes and that only through under-standing and changing human behavior can there be any hope of
maintaining a habitable planet—that is, even though psychologists recognize that many of the problems are
technological they also emphasize that the source of these problems is human behavior. Equally important is
their realization that without an understanding of the mechanisms and laws that govern the life-sustaining
processes of the earth, there is no hope that any changes in human behaviors or policies will have any
medicinal effects.
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Lesson 03
THEORIES IN ENVIRONMENTAL PSYCHOLOGY

On the one hand, the interdisciplinary nature of environmental psychology is laudable in that various perspectives are
brought to beatr on a single phenomenon, leading, it is hoped, to fewer "tunnel-vision" theories, and to more generally
applicable solutions. On the other hand, it is this very multiplicity that leads to difficulties in the systematic application
of knowledge and in the development of well articulated unifying theories.

Historical Influences

Thinking among environmental psychologists has been influenced by theories both within and outside of the discipline
of psychology. Some of these theories are very broad in scope whereas others are more focused; some are lacking in
empirical basis and others are more data-based. We will review a number of them to provide the context for a
consideration of current theories of environment-behavior relationships. These perspectives include:

Geographical Determinism
Ecological Biology
Behaviorism

Gestalt Psychology

Geographical Determinism: Some historians and some geographers have attempted to account for the rise and fall of
entire civilizations on the basis of environmental characteristics. For example, Toynbee (1962) theorized that the
environment (specifically, topography, climate, vegetation, availability of water, etc.) ptesents challenges to its inhabitants.
Extreme environmental challenge leads to the destruction of a civilization, whereas too little challenge leads to
stagnation of culture. Thus Toynbee proposed that an intermediate level of environmental challenge enhances the
development of civilizations, and extremely diminished or excessive levels are debilitating. The notion of
environmental challenge and behavioral response, although rooted in the thinking of such geagraphical determinists, appears
often in one form or another in various theories in environmental psychology.

As one example Barty, Child, and Bacon (1959) have suggested that agricultural, non-nomadic cultures seem to emphasize
responsibility, obedience, and compliance in child rearing practices, whereas nomadic cultures often emphasize
independence and resourcefulness. These differences, they suggest, result from the fact that people who live and work
together in otrganized non-mobile communities require more structured organization and therefore stress the
importance of obedience and compliance. On the other hand, independence and resourcefulness are esteemed and
inculcated by nomads in preparation to meet the changing and unpredictable demands of an environment confronted
by a "roaming" people. Thus, the argument goes, the environment sets the stage for the development of cultures
having the best chance of surviving it.

In a very real sense, this is no different from saying that ghetto culture cultivates a set of skills in its inhabitants that are best
suited to, the ghetto. Someone not skilled in the craft of street fighting, it can be argued, is not likely to survive the
environment of the streets. We will see later in this text that some have carried this argument to-the point, and other
institutional environments develop in their inhabitants that are ostensibly survival Certified to these environments, yet to be

maladaptive in the larger environment.

Ecological Theories: The development of ecological theories, theories concerned with biological and sociological
interdependence between organisms and their environment, has also significantly influenced thinking in environmental.
With the development of ecological science, organisms were no longer viewed to be separate from their environment, but
were seen as integral to it. This notion of organism-environment reciprocity now appears in many current environment-
behavior theories. The environment and its inhabitants are still often studied as separate components, but no one doubts
their interdependency. These various components are seen as constituting a total system and changes in any single unit are

assumed to change the nature of the entire system.

Behaviorist Perspective: comes from the discipline of psychology and involves the reaction of bebaviorists to the failure
of personality theories to account fully for human behavior. It is now generally accepted that considering both the
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environmental context in which behavior occurs and person variables (i.e., personality, dispositions, attitudes, etc.) leads
to more accurate predictions of behavior than does measurement of either alone. This is central to most current

theories of environment-behavior

Gestalt psychology was developed primarily in Germany and concurrently with behaviorism. Gestalt psychologists were
more concerned with perception and cognition than with overt behavior. The most important principle of this body of
work was the objects, persons, and settings are perceived as whole. From the Gestalt point of view, behavior is rooted
in cognitive processes; it is determined not by stimuli, but from the perception of those stimuli. The Gestalt influence on
environmental psychology can be seen primarily in the area of environmental cognition (i.e., explaining how people
petceive, think about, and process environmental information).

Critical Appreciation

These approaches tend to be rather broad in scope and lacking in empirical referents. Each has its focus of convenience
and no single perspective is satisfactory in accounting for the complexity of environment-behavior relationship. No
"grand theory" exists that can incorporate the distinctive contributions of each of these influences on environmental
psychology.

This is so for at least four reasons: (1) There is not enough data available regarding environment-behavior relationships
to lead to the kind of confidence needed for a unifying theory, (2) the relationships that researchers have looked at are
highly varied, (3) the methods used are inconsistent, and (4) the ways in which variables have been measured have not
always been compatible from one research setting to the next.

Despite the fact that well-articulated, all-encompassing theories are not available at this time, there are a number of
"mini-theoties," ot mini-approaches, that have been used successfully in conceptualizing specific organism-envi-
ronment relationships. Included in these are the arowsal approach, the stimulus load approach, the bebavioral constraint
approach, the adaptation level approach, the environmental stress approach, and the ecological approach. Each of these is able
to handle some, but not all, of the available data. Some are more useful in dealing with group behavior (the ecological
approach), whereas others focus on the individual level of analysis (the stimulus load approach). Some find their
greatest utility at the psycho-physiological level (the stress approach); others are useful for accounting for individual
differences (the adaptation level approach). Before turning to an orientation that attempts simultaneously to embrace
aspects of many of these approaches, a brief description of each of these approaches will be provided.
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Lesson 04
AROUSAL THEORIES

Arousal Theories

Arousal theories have typically been concerned with the influence of arousal on performance. Generally,
performance is maximized at intermediate levels of arousal but falls off as arousal is either increased or
decreased. This relationship, sometimes referred to as an inverted-U relationship, has been shown to differ
slightly depending on whether performance is measured on simple or complex tasks (see Figure 2-3) and is
often referred to as the Yerkes-Dodson law. These relationships are consistent with other findings that
humans tend to seek out intermediate levels of stimulation (Betlyne, 1974), and is reminiscent of Toynbee's
assertion, referred to earlier that cultures only develop in environments that provide intermediate
environmental challenges.

Performance changes that vary curvilinearly with temperature increases have also been shown. One
explanation of these findings is that increases in ambient temperature lead to increases in arousal levels.
Initially, the higher arousal leads to performance enhancement, but as it increases further, overarousal occurs,
causing performance decrements. Similarly, it has been shown that personal space invasions lead to increases
in arousal Middlemist, Knowles, & Matter, 1976) and to performance decrements (Evans & Howard, 1972;
McBride, King, & James; 1965). Additionally, increases in noise level have been associated with changes in
arousal and performance (see Evans & Cohen, 1987). Thus, a number of variables associated with arousal
changes have been shown to be related to performance changes, and performance has consistently been
curvilinearly related with arousal.

Other theorists utilizing an arousal perspective have featured physiological response to environmental
stimulation. Changes in heart rate, blood pressure, respiration rate, galvanic skin response, and adrenaline
secretion among others have been shown to occur with changes in the environment. Increased ambient
temperature leads to blood vessel dilation, perspiration, increased heart rate, and in extreme conditions,
lowered blood pressure and insufficient oxygen supplied to the brain. Personal space invasion has been
linked to delayed onset and shorter duration of maturation for males. And exposure to noise alters blood
pressure, heart rhythm, and the flow of gastric juices to the stomach.

Neurologists such as Hebb (1972) have linked arousal with increased activity of the reticular activating
system of the brain. Still other theorists have equated arousal with changes in motor activity or with self-
report of arousal. Berlyne (1974) has, for example, characterized arousal as lying on a continuum anchored at
one end by sleep and at the other by excitement, and Mehrabian and Russell (1974) have identified arousal
as a major component in people's affective responses to their environment.

Independent of the orientation taken with respect to arousal, a number of consistencies are apparent:
1. Changes in arousal are associated with changes in the environment
2. pleasant as well as unpleasant stimulation increases arousal — that is, room temperatures above 100
degrees Fahrenheit and loud, obnoxious noises influence arousal in ways similar to roller-coaster

rides and passionate kisses

3. changes in arousal lead people to seeck information about their internal states (Schacter & Singet,
1962) as well as to seek information from others (Festinger, 1954)

4. people tend to evaluate moderate levels of arousal positively

5. often great expenditures of energy are utilized by individuals to bring the environment to a level of
moderate stimulation.
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The Yerkes Dodson Law
Performance is predicted to be optimal for both simple and complex tasks at intermediate levels of arousal.
Arousal above the level leads to decrements in performance

Simple Task

Simple Task

+Performance

Low AROUSAL High

Factors Impacting Arousal Level
Furthering the point various researchers have tried to identify the impact of different environmental factors on
the arousal level:

1. Temperature:

Increase in ambient temperatures lead to increases in arousal level. Usually higher arousal leads to performance
enhancement but as it increase further over-arousal occurs causing performance decrements

ii.  Personal Space Invasion:

Increase in personal space invasion leads to increase in arousal and performance decrements (Middlemist,
Knowels, and Matter 1976)

i, Noise Level:

Increase in noise level leads to increase in arousal and performance decrements
(Evans and Kohen 1987)

Physiological Response to Environmental Stimulation
Changes in heart rate, blood pressure, respiration rate, galvanic skin response, and adrenaline secretions have
been shown to occur with changes in environment

1. Temperature

Increase ambient temperature leads to following physiological changes:
* Blood vessel dilation

*  Pupil dilation
*  perspiration

¢ Increased heart rate

ii.  Extreme conditions:
* Lowered blood pressure

* Insufficient oxygen reaching to the brain

i1, Invasion in personal space has been linked to
©copyright Virtual University of Pakistan 11




Environmental Psychology (PSY-511) VU

*  Delayed onset and shorter duration of micturation for males

iv.  Exposure to Noise:

*  Alters blood pressure, heart rhythm, flow of gastric juices to the stomach

Arousal and Nervous System

Arousal is linked with increased activity of the reticular activating system of the brain.

Changes in arousal are associated with changes in the environment. Pleasant as well as unpleasant stimulation
increases arousal i.e. room temperatures above 100 degrees Fahrenheit, changes in arousal leads people to seek
information about their internal states. People tend to associate moderate levels of arousal positively. Great
“expenditure of energy are utilized by individuals to bring the environment to a moderate level of stimulation.
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Lesson 05
STIMULUS LOAD, BEHAVIORAL CONSTRAINT,
AND ADAPTATION LEVEL THEORIES

1. Stimulus Load Theories
Central to stimulus load theories is the notion that humans have a limited capacity to process information.
When inputs exceed that capacity, people tend to ignore some inputs and devote more attention to others
(Cohen, 1978). These theories account for responses to environmental stimulation in terms of the organism's
momentary capacity to attend to and deal with salient features of its milieu. Generally, stimuli most
important to the task at hand are allocated as much attention as needed and less important stimuli are
ignored.

For example, while driving during rush-hour traffic a great deal of attention is paid to the cars, trucks, buses,
and road signs around us and less attention is paid to the commentator on the car radio, the kids in the back
seat, and the clouds in the sky. If the less important stimuli tend to interfere with the task at hand, then
ignoring them will enhance performance, (e.g., ignoring the children's fighting will make you a better and
safer rush hour driver. If, however, the less important stimuli are important to the task at hand, then perfor-
mance will not be optimal; for example, ignoring the road signs because you are attending to the more
important trucks, cars, etc., may lead you thirty miles out of your way in getting home (Figure below).

Sometimes the organism's capacity to deal with the environment is overtaxed or even depleted. When this
occurs only the most important information is attended to, with all other information filtered out. Once
attentional capacities have been depleted even small demands for attention can be draining. Thus, behavioral
aftereffects including errors in judgment, decreased tolerance for frustration, ignoring others in need of help,
and the like, can be accounted for by these theoties. For example, the exhausted rush-hour driver eventually
might reach the point where he or she doesn't notice the traffic light turn from red to green (or worse yet,
from green to yellow to red), even though this is a very important stimulus. Additionally, decreased tolerance
for frustration may lead to

While driving during rush hour traffic a great deal of attention is paid to the cars, trucks, buses, and road signs and
less attention is paid to the commuter or the car radio, the fids in the back seat, and the clouds in the sky.
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"laying on the horn" or "lane hopping" and motorists in the break-down lane may be ignored, if not looked
upon with disdain.

Stimulus load theories are also able to account for behavioral effects in stimulus-deprived environments
(e.g., certain behaviors occurring aboard submarines and in prisons). That is, this approach suggests that
understimulation can be just as aversive as overstimulation. So-called cabin fever resulting from
monotonous living conditions can also be seen as the result of understimulation. Wohlwill (1966) has argued
that environments should be depicted in terms of measurements applied to the dimensions of zutensity, novelty,
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complexity, temporal variation, surprisingness, and incongruity, all of which contribute to stimulus load. Subsequent
behaviors can then be related to the stimulus properties of environments in systematic and comparable ways.

2. Behavior Constraint Theories

Behavior constraint theories focus on the real, or perceived, limitations imposed on the organism by the
environment. According to these theories, the environment can prevent, interfere with, or limit the
behaviors of its inhabitants (Rodin & Baum, 1978; Stokols, 1978). Friday afternoon rush-hour traffic
interferes with rapid commuting; loud, intermittent noises limit effective communication; over-regimentation
in hospitals can interfere with recovery, excessively high ambient temperatures prevent extreme physical
exertion, and extremely cold temperatures limit finger dexterity. In a sense, these theories deal with situations
where persons either actually lose some degree of control over their environment, or they perceive that they
have.

Brehm and Brehm (1981) assert that when we feel that we have lost control over the environment, we first
experience discomfort and then attempt to reassert our control. They label this phenomenon psychological
reactance. 1f the rush-hour traffic interferes with getting home in a timely fashion, we may leave work eatly, or
find alternate, less-congested routes. Loud, intermittent noises may be dealt with by removing their source or
by changing environments. Extreme temperatures are handled by adjusting the thermostat. All that is needed
is for individuals to perceive that they have lost some degree of control, or for that matter, to anticipate the
loss of control, and reactance will occur. If repeated attempts to regain control are unsuccessful, larned
helplessness may develop (Seligman, 1975). People begin to feel as though their behavior has no effect on the
environment. They begin to believe they no longer control their own destiny, and that what happens to them
is out of their personal control. These feelings can eventually lead to clinical depression, and in the most
extreme form can lead people to give up on life, and to die.

On the opposite side of the coin, perceived control over one's environment (even when real control does
not exist, or is not used) can alleviate the negative outcomes that the environment might otherwise bring
about. Perceived control over noise (Glass & Singer, 1972), overcrowding (Langer & Saegert, 1977), and
over one's daily affairs (Langer & Rodin, 1976) has been shown to influence in a positive manner a variety
of behavioral responses. For example, residents of a nursing home who were given greater control over,
and responsibility for their own well-being displayed enhanced mood and greater activity in comparison
with residents who were not given control. Similatly, people who had control over the thermostats in their
working and living environments reported fewer health complaints during the winter months than did
those who did not have control. These results occurred despite the fact that they did not actually
manipulate the thermostats and kept their environments at ambient temperatures similar to those without
control (Veitch, 1976). Behavior constraint theories thus emphasize those factors (physical as well as
psychological; real as well as imaginary) associated with the environment that limits human action.

3. Adaptation-Level Theories

Adaptation theories are similar to stimulus load theories in that an intermediate level of stimulation is
postulated to optimize behavior. Excessive stimulation as well as too little stimulation is hypothesized to
have deleterious effects on emotions and behaviors. Major proponents of this position include Helson
(1964) and Wohlwill (1974). While all environmental psychologists emphasize the interrelationship of
humans to their environment, adaptation-level theorists speak specifically of two processes that make up
this relationship—the processes of adaptation and adjustment. Organisms either adapt (i.e., change their
response to the environment) ot they adjust, (i.e., change the environment with which they are interacting).
Adaptation to decreases in ambient temperature include piloerection (hair on the body standing up or
what is commonly called getting "goose pimples"), muscle rigidity, increased motor activity,
vasoconstriction; adjustments include throwing another log on the fire or turning up the thermostat. Either
process brings the organism back to equilibrium with its environment.

Another value of this approach is that it recognizes individual differences in adaptation level (i.c., the level of
stimulation/arousal that the individual has become accustomed to and expects or desires in a given
environment). Thus, this approach is capable of explaining the different responses of two individuals to the
same environment. For example, a boisterous party may be perceived as pleasant to a person high in need
for sensation, but as overwhelming to the person who prefers a low level of sensation. By the same token,
some people revel in the crowded atmosphere of last-minute Christmas shopping while others abhor the
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inconvenience of having two or more shoppers in the same store with them. These individual differences
in adaptation level lead to quite different behaviors. The person high in need for sensation will seek out
boisterous parties whereas the person preferring low levels of sensation would avoid them or seek out
havens of solitude within them. We have all seen the "life of the party" and the "wallflower." Some of the
differences in their behaviors can be ascribed to differences in their adaptation level.

Stress theories emphasize the mediating role of physiology, emotion, and cognition in the organism-
environment interaction. Basically, environmental features are seen as impinging, through the senses, on the
organism, causing a stress response to occur when environmental features exceed some optimal level. The
organism then responds in such a way as to alleviate the stress. Part of the stress response is automatic.
Initially there is an alarm reaction to the stressor, wherein various physiological processes are altered.
Resistance then follows as the organism actively attempts to cope with the stressor. Finally, as coping
resources are depleted, a state of exhaustion sets in (Selye, 1950).

Increasingly, though, psychologists have concerned themselves with additional aspects of the stress
response. Lazarus (19606), for example, has focused on the appraisal process. According to him, people must
cognitively appraise the environment as threatening before stress occurs and behaviors are affected. Our
harried rush-hour driver of a few pages back would not, by this criterion, be stressed unless this individual
appraised the traffic as threatening. Behavior would, thus, presumably not be affected. By the same token, if
the traffic was what the driver was accustomed to, or had come to expect and desire, the situation would be
within the individual's adaptation level as discussed above. Later we will deal with stress theories in great
detail. For now, it is enough to say that stress theories provide a very powerful tool for studying person-
environment relationships.

©copyright Virtual University of Pakistan 15



Environmental Psychology (PSY-511) VU

Lesson 06
ECOLOGICAL THEORIES AND
COMPARISON OF THEORIES

Ecological Theories

Central to the thinking of ecological theorists (Barker, 1963, 1968) is the notion of organism-environment fit.
Environments are designed, or grow to accommodate, certain behaviors. Bebavior settings, as Barker termed them,
are evaluated in terms of the goodness of fit between the interdependent environmental features and the behaviors
that take place. For example, a school yard, a church, a classroom, an office, or an entire business organization
might be considered a behavioral setting; each would then be evaluated in terms of how suitable it is for the play
behavior of children, how well it accommodates the religious sacraments, or how well it serves the functions of
business.

While any number of behaviors can occur within any physical setting, cultural purpose is defined by the
interdependency between standing patterns of behavior and the physical milien. Standing patterns of behavior represent
the collective behavior of the group rather than just individual behavior. The standing pattern of behavior in a
classroom would include lecturing, listening, observing, sitting, taking notes, asking questions, and taking tests; the
physical milieu of this behavior setting would include the room and such accoutrements as a lectern, chairs,
chalkboard, microphone, overhead projector, and slide screen. Because this standing pattern of behavior occurs
primarily in this behavior setting, social ecologists would suggest that knowing about the setting helps us predict
what will occur in it. Once individuals making up this classroom leave this physical setting, most of the physical
characteristics of the environment remain unchanged, but the behaviors likely will change dramatically In other
wotds, the students will move to a new physical milieu eliciting a different standing pattern of behavior.

Critical to Barker's thinking is the question of what happens when there are too few or too many individuals for
maximum efficiency within a particular behavior setting. For example, what happens to students at small schools
as opposed to students at large schools? Are there predictable differences in behaviors? Does the type of
behaviors of participants from small churches differ from that of participants from large churches? Studies of
these questions from a social ecological perspective led to theories of undermanning and overmanning (con-
temporary writers are more likely to use the gender-neutral terms #nderstaffing and overstaffing) and are the topic of
the book Big School, Small School, authored by Barker and Gump (1964).

According to these researchers (see Gump, 1987), as the number of individuals in a setting falls below some
minimum, some ot all of the inhabitants must take on more than their share of roles if the behavior setting is to
be maintained. This condition is termed understaffing. The college roommate of one of your authors went to a
very small high school, which in many ways exemplifies an understaffed setting. This roommate played football
and, like most high-schoolers, played before fans on Friday night. Also, like most high schools, there was a high
school band that performed at half-time. Your authot's roommate, however, was also the best trumpet player in
the school; so, at half-time while the rest of the football players were obtaining instructions as to what they should
be doing the second half, he was out marching with the band. In understaffed settings inhabitants often have to
assume a variety of roles.

If the number of participants in a setting exceeds the capacity for that setting, then the setting is considered
overstafted. Different strategies are brought into play when a setting is overstaffed than when it is understaffed.
Too many swimmers waiting to get into the pool on a hot summer afternoon, commuters on the five o'clock train,
football fans at the Super Bowl, and shoppers in department stores at Christmas time might all represent
overstaffed settings. One obvious solution to overstaffing would be to increase the capacity of the physical
setting, perhaps by enlarging it or by moving the setting. Another adaptive mechanism might be to control the
entry of clients into the setting by forcing either stricter entrance requirements or through some sort of "Tunneling
process/' Still another mechanism would be to limit the amount of time participants can spend in the setting. This
kind of regulatory mechanism is often seen at playground basketball games where teams are formed and wait to
take on winners. Winners gain control of the court while the losers have to wait their turn to get on the court
again.

Independent of whether a behavior setting is understaffed or overstaffed, the notion of social ecology has played
an important part in the development of theories of environmental psychology. More will be said with regard to
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this theorizing later. For now, let it be said that in considering all of the theotetical approaches outlined here, the
ecological approach is the broadest in its approach and most unique in its methods.

Comparison of Theories

Each of these mini-theories has its benefits as well as its shortcomings. In this section we will briefly look at each.
The arousal, stimulus load, and adaptation level approaches all share the advantage of the ability to incorporate
a wide variety of physical and social environmental characteristics under the rubric of overall stimulation level.
Thus, diverse factors such as noise, temperature extremes, room color, verbal information rate, and crowding can
all be conceptualized as contributing to environmental stimulation level. Further, all three approaches are useful in
predicting potential adverse responses when environmental stimulation deviates from some optimal level. The
arousal approach is the most general in identifying physiological and affective mediators of environment-behavior
relationships that Is, Increases or decreases in stimulation produce corresponding changes in physiological and
psychological arousal, written in turn produce predictable variations in behaviors such as task performance and
aggression.

The stimulus load approach is synaptic, focusing on cognitive in information-processing abilities, and yields
predictions regarding -the social/behavioral consequences of over/unstimulation—excessive attentional demands
have differential effects on performance of primary versus secondary tasks and the likelihood of attending to
various social stimuli..

The adaptation level approach to the most specific, predicting that the consequences of a particular stimulation
level depends on the specific level to which a given individual has become adapted. The generality-specificity
dimension is a theoretical, trade-off. The more general theories account for aggregate responses of large numbers
of people to the same environmental conditions, but in doing so gloss over some potentially important individual
differences in people's responses to those conditions. For example, while arousal theory might accurately predict
worse performance, on the average, in noisy compared to quict settings, there may be some individuals who,
because of their adaptation level, might even perform better in the noisy setting. The more specific theories
account for some of these individual differences, but in so doing are more limited in scope, thus creating
difficulties in making inferences about what are generally optimal

Environmental conditions for most people. For example, adaptation-level theory could lead to as many predictions
about performance level as there are people in the same level of noise. All three approaches have limitations
regarding the reliability and validity of measures of their concepts. Thus, for example, measurements of
physiological arousal (e.g., heart rate, galvanic skin response) and psychological arousal (e.g., self-reported
emotional state) that are simultaneously obtained sometimes yield contradictory results. Also, systematic and valid
measures of stimulus load and adaptation level are difficult to obtain. As a result, all three approaches have
difficulty predicting what optimal stimulation levels are and exactly when these levels deviate significantly from
optimum. This, in turn, limits the ability to predict behavioral responses to various stimulation levels.

The stress approach incorporates elements of all of the above. That is, stress can be characterized in terms of
objective physical and social environmental conditions that deviate from some optimal level (e.g., a noisy and
crowded subway) and are thus potentially disruptive to human functioning. Stress can also be conceptualized in
terms of physiological responses (e.g., arousal and health), affective responses (e.g., subjective discomfort), and
cognitive responses (e.g., appraisal) to environmental conditions. As such, this approach is also useful for
accounting for the effects of a wide variety of objective environmental conditions on several important mediators
of environment behavior relationships under the general construct of stress. The approach has the further
advantage of predicting behavioral coping and the consequences. Of course, this approach suffers from the same
prorems of measurement as those discussed above. For example, it can be difficult to determine objectively which
conditions are stressful (e.g., heavy metal vs, AZZ music), as well as individual differences in response to them
(e.g., ad descents vs. their parents). Nonetheless, the stress approach has been widely used in environmental
psychology.

The behavioral constraint approach is the most limited of all in scope, (i.e., it is primarily useful in situations
where the perception of loss of control or threats to control are present). However, when such conditions do exist,
the concepts of reactance and learned helplessness yield useful predictions of behavioral responses to such
conditions.

The ecological approach has the broadest scope with the concept of behavior setting, and as such is a useful

©copyright Virtual University of Pakistan 17



Environmental Psychology (PSY-511) VU

descriptive approach to understanding the behaviors of large numbers of people in different settings. As discussed
above, however, this generality limits the approach's ability to account for individual differences in the behavior
setting. Another disadvantage is that its reliance on field observation methodology does not permit causal
inferences regarding the determinants of behavior. However, the approach provides a distinctive perspective in
emphasizing the reciprocity of environment-behavior relationships. In the remainder of this chapter we will
describe a model of environment-behavior relationships which incorporates the best parts of these theories and
attempts to minimize some of the more troublesome aspects of each of them.

A Slight Digression: Putting The "P" Back Into B=/(P,E)

Please recall from Chapter 1 Kurt Lewin's famous statement: "In principle it is everywhere accepted that behavior
(B) is a function of the person (P) and the environment (E), B =/(P, E) and P and E in this formula are
interdependent variables/7 Implicit in this statement is the theoretical issue of whether behavior is caused by the
situation in which it occurs. The various theoretical perspectives we have looked at would seem to suggest that the
situation does indeed.
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Lesson 07
THE PRESENT FRAMEWORK AND
FUTURE DIRECTIONS IN ENVIRONMENTAL PSYCHOLOGY (I)

The present framework for understanding organism-environment relationships stems from a number of
theoretical positions and data bases established within the domains of general and social psychology, as well as
from the newly emerging area of environmental psychology, and attempts to bring them under the motif,
however, is developed from theories emphasizing the affective components of the human experience, where
overt behaviors, characterized as approach or avoidance responses, are seen as being mediated by the emotion-
arousing properties of the environment. Specifically, environmental factors (e.g., density, personal space, noise,
temperature, etc.) will be postulated to influence individual affective states, which in turn will be asserted to
influence overt behavior. Following are assumptions and assertions relevant to this guiding framework.

First postulate:
A. The environment consists of both physical and social variables existing in reciprocal
relationships with behavior.
B. The physical and social environments can and should be characterized in terms of
measurements applied to its salient characteristics.
Second postulate:
A. The environment, physical as well as social, typically exerts a steady-state influence on the
behavior of its inhabitants.
B. When the measured values of environment’s most salient characteristics undergo dramatic
change, the environment influence on behavior can no longer be characterized as steady-state.
C. Disruptions of steady state occur when present perceptions do not correspond to desired or
expected level of social and physical stimulation.
B. The influence exerted by the environment is indirect i.e.  Environment acts to influence people’s
emotional states, which in turn mediate their overt behavior.
C. Environment-evoked emotions are best depicted in terms of three distinct dimensions: pleasure —
displeasure, degree of arousal, dominance —submissiveness.
D. the environment —influenced behavior of the individual is dependent upon the extent and the
configuration of the dimensions of emotions aroused.
E. When the goal directed behavior is in-effective or when great expenditures of energy are required to
maintain steady state, the environment can be considered pathological and a disruptive influence on
human functioning,.

First postulate

1) A. The environment consists of both physical and social variables existing in reciprocal relationships
with behavior. Attempts to understand human/environment relationships that have focused exclusively on
either the human components or the environmental aspects have not met with great success. Humans are not
only influenced by their environment, but through their behavior they also alter that environment. The altered
environment in turn produces subtle changes in the environmental inhabitant and in its behaviors; these
behaviors again produce subtle changes in the environment, and so on, indefinitely. For example, the classroom
behaviors of teachers and students alike are influenced by such physical properties of the environment as room
temperature, chalkboard space, windows (or the lack thereof), the arrangement of desks, available light, and
ambient noise level. But the total classroom environment also includes social and demographic variables (e.g., the
age and gender of classmates, the friendship groups, the type of activity being engaged in, and others). Each one
of these factors, singly and collectively, influences the behavior that is enacted in this setting. By the same token,
the resultant behavior changes the nature of that setting. For example, to enhance discussion, chairs may be
moved, thus changing the environment; these changes may lead to changes in friendship groups or to a change in
the ambient noise level. Teachers may now have to talk louder, perhaps also changing the tone of their voices,
making them appear grumpy; this perception may in turn lead students to avoid the space around the teacher or
may keep them from asking questions. Thus, the environment and its inhabitants never stay the same; each is
constantly changing as a result of its interactions with the other. Any attempt to understand these relationships,
there fore, requires a systematic approach emphasizing the bidirectional, often symbiotic, nature of this
interaction.
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1)B. The physical environment can and should be characterized in terms of measurement applied to its
salient characteristics. 1t is an obvious scientific advantage to be able to specify relationships between or
among variables in precise mathematical terms. The symbolic representation of the effect x has on y is not as
potentially ambiguous if x and y have properties that can be measured by agreed-upon and reliable techniques.
Further, the symbolic representation of the effect can assume precise mathematical properties which permit
greater precision in prediction. Thus, ambiguity in the discussion of the relationships between variables is
reduced by precise measurement.

Statements like "high ambient temperatures may exert a detrimental influence on learning" carry global, but not
precise, meaning. How "high" must the temperature be to exert this influence? Do variations in relative humidity
combine with differences in temperature to produce different effects? Does the clothing the person is wearing
moderate these effects? (Or for that matter, determine what temperature is designated as "high"?) Is length of
time of exposure related to these effects? What is meant by the term "learning'? Does it mean something other
than "performance"?

The essence of knowledge is that it is or can be precisely communicated. Without the application of agreed-upon
measurement to the environment and its inhabitants, this type of precision in communication is impossible and
knowledge is neither created nor shared.

To be sure, complete agreement in the eatly stages of development in any science is not possible. There will be
arguments as to whether the appropriate measute of noise, for example, is the "sone," the "phon," the "pNdB;"
as to whether the "clo" is an appropriate scale for the insulative properties of clothing; or, whether pollution
standards should be set with respect to measured health and behavioral changes or with respect to measurable
changes in the chemical composition of the atmosphere. In spite of expected controversy, measures of such
constructs as noise, insulative value, and pollution must be developed for knowledge to progress. For now, it is
better to have several different measures (and disagreement) than it is to have no measures at all.
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Lesson 08
THE PRESENT FRAMEWORK AND
FUTURE DIRECTIONS IN ENVIRONMENTAL PSYCHOLOGY (I)

The present framework for understanding organism-environment relationships stems from a number of
theoretical positions and data bases established within the domains of general and social psychology, as well as
from the newly emerging area of environmental psychology, and attempts to bring them under the motif,
however, is developed from theories emphasizing the affective components of the human experience, where
overt behaviors, characterized as approach or avoidance responses, are seen as being mediated by the emotion-
arousing properties of the environment. Specifically, environmental factors (e.g., density, personal space, noise,
temperature, etc.) will be postulated to influence individual affective states, which in turn will be asserted to
influence overt behavior. Following are assumptions and assertions relevant to this guiding framework.

First postulate:
C. The environment consists of both physical and social variables existing in reciprocal
relationships with behavior.
D. The physical and social environments can and should be characterized in terms of
measurements applied to its salient characteristics.
Second postulate:
A. The environment, physical as well as social, typically exerts a steady-state influence on the
behavior of its inhabitants.
B. When the measured values of environment’s most salient characteristics undergo dramatic
change, the environment influence on behavior can no longer be characterized as steady-state.
C. Disruptions of steady state occur when present perceptions do not correspond to desired or
expected level of social and physical stimulation.
F. The influence exerted by the environment is indirect i.e.  Environment acts to influence people’s
emotional states, which in turn mediate their overt behavior.
G. Environment-evoked emotions are best depicted in terms of three distinct dimensions: pleasure —
displeasure, degree of arousal, dominance —submissiveness.
H. the environment —influenced behavior of the individual is dependent upon the extent and the
configuration of the dimensions of emotions aroused.
1. When the goal directed behavior is in-effective or when great expenditures of energy are required to
maintain steady state, the environment can be considered pathological and a disruptive influence on
human functioning,.

First postulate

The environment consists of both physical and social variables existing in reciprocal relationships with
behavior. Attempts to understand human/environment relationships that have focused exclusively on either the
human components or the environmental aspects have not met with great success. Humans are not only
influenced by their environment, but through their behavior they also alter that environment. The altered
environment in turn produces subtle changes in the environmental inhabitant and in its behaviors; these
behaviors again produce subtle changes in the environment, and so on, indefinitely. For example, the classroom
behaviors of teachers and students alike are influenced by such physical properties of the environment as room
temperature, chalkboard space, windows (or the lack thereof), the arrangement of desks, available light, and
ambient noise level. But the total classroom environment also includes social and demographic variables (e.g., the
age and gender of classmates, the friendship groups, the type of activity being engaged in, and others). Each one
of these factors, singly and collectively, influences the behavior that is enacted in this setting. By the same token,
the resultant behavior changes the nature of that setting. For example, to enhance discussion, chairs may be
moved, thus changing the environment; these changes may lead to changes in friendship groups or to a change in
the ambient noise level. Teachers may now have to talk louder, perhaps also changing the tone of their voices,
making them appear grumpy; this perception may in turn lead students to avoid the space around the teacher or
may keep them from asking questions. Thus, the environment and its inhabitants never stay the same; each is
constantly changing as a result of its interactions with the other. Any attempt to understand these relationships,
there fore, requires a systematic approach emphasizing the bidirectional, often symbiotic, nature of this
interaction.
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The physical environment can and should be characterized in terms of measurement applied to its
salient characteristics. 1t is an obvious scientific advantage to be able to specify relationships between or
among variables in precise mathematical terms. The symbolic representation of the effect x has on y is not as
potentially ambiguous if x and y have properties that can be measured by agreed-upon and reliable techniques.
Further, the symbolic representation of the effect can assume precise mathematical properties which permit
greater precision in prediction. Thus, ambiguity in the discussion of the relationships between variables is
reduced by precise measurement.

Statements like "high ambient temperatures may exert a detrimental influence on learning" carry global, but not
precise, meaning. How "high" must the temperature be to exert this influence? Do variations in relative humidity
combine with differences in temperature to produce different effects? Does the clothing the person is wearing
moderate these effects? (Or for that matter, determine what temperature is designated as "high"?) Is length of
time of exposure related to these effects? What is meant by the term "learning'? Does it mean something other
than "performance"?

The essence of knowledge is that it is or can be precisely communicated. Without the application of agreed-upon
measurement to the environment and its inhabitants, this type of precision in communication is impossible and
knowledge is neither created nor shared.

To be sure, complete agreement in the eatly stages of development in any science is not possible. There will be
arguments as to whether the appropriate measute of noise, for example, is the "sone," the "phon," the "pNdB;"
as to whether the "clo" is an appropriate scale for the insulative properties of clothing; or, whether pollution
standards should be set with respect to measured health and behavioral changes or with respect to measurable
changes in the chemical composition of the atmosphere. In spite of expected controversy, measures of such
constructs as noise, insulative value, and pollution must be developed for knowledge to progress. For now, it is
better to have several different measures (and disagreement) than it is to have no measures at all.

Second postulate:

The environment, physical as well as social, typically exerts a steady-state influence on the behavior of
Its inhabitants. This assertion is not unlike the claim of Ittleson, Proshansky, Rivlin, and Winkel (1974) that the
environment frequently operates below the level of awareness. The environment is seen as being taken for
granted—we operate within an environmental context without paying much attention to it. "Normative" or
"normal" behavior occurs in these circumstances. We behave in accordance with the cultural purpose of the
setting. However, if the environment changes (or we change environments), we become aware of it because it is
at that point that we must consciously begin to adapt or adjust

Roger Barker's (1968) notion of "behavior settings” is also congruent with this assertion. The arrangement of
chairs at a table (Sommer, 1974) or desks in a classroom (Sanders, 1958), for example, have very powerful but
non-conscious effects on their users; in a very real sense we inherit the use of space. Thus, the environment
clearly influences our behavior even when its physical and social characteristics are within a normal range, but
under these conditions we are typically unaware of that influence. Thus, you were probably not aware of the fact
that your first day in the room in which this class meets, your behavior of note-taking vs. ballroom dancing was
determined, in part, by the setting itself. Nor did you probably give much thought to the fact that you were danc-
ing instead of taking notes the last time you attended a night club.

As you sit reading these pages your senses are being bombarded from a variety of sources. If you pause to listen
you may hear, as I do, the whistle and rumble of a freight train some six blocks away, the ringing of a telephone
four doors down the hall, the sound of footsteps out in the hall, the drone of a heating fan overhead, and sundry
other sounds emanating from unknown sources. Switching senses, the smells of freshly brewed coffee, two-day-
old cigarette smoke, Right Guard, and stale, musty, manuscripts take turns tugging at the nose. The chair in
which I am sitting has become harder (perhaps yours has, too) as the glutens maximus presses against it, and the
cold of my left hand is now felt as it provides a resting place for my forehead. Looking up from these pages we
may be confronted with a cacophony of sights varying in color, size, luminance, distance from the retina, etc.
While engrossed in reading, however, we are virtually oblivious to these various sources of stimulation. The
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phone rings, unheard; the cigarette smoke goes undetected; and, except for occasional and minor shifts in our
sitting position, the tactile stimulation provided by the chair goes unnoticed; that is, the environment is exerting a
steady-state and unnoticed influence. Only when we consciously pause to note this stimulation does it exist in
any meaningful sense.

When the measured values of the environment's most salient characteristics undergo dramatic change
the environmental influence can no longer be characterized as steady-state.

Helson's (1964) adaptation-level theory represents a general framework for the study of diverse responses to any
set of stimuli varying along some dimension. Put briefly, Helson maintains that for any specified dimension of
stimulus variation, individuals establish an adaptation level (AL; a preferred or expected level of stimulation),
which determines their judgmental or evaluative response to a given stimulus located on that dimension. Devi-
ations from AL in either direction (i.e., either increases or decreases in stimulation level) are evaluated positively
within a certain range, but beyond these boundaries changes are experienced as "unpleasant.”

When environmental-stimulus properties change to the extent that they have exceeded the AL boundaries, the
individual experiences "unpleasantness," and the influence of the environment is no longer steady-state. It is only
at this point that changes in the normative modes of behavior can be expected, that the regularized, routinized
bebavioral-setting influence begins to break down. The kinds of changes in behavior to be expected are considered
under proposition 5b in Table 2-1.

If, as you sit reading these pages, your phone rings instead of the one four doors down the hall, or someone
walks into the room wearing an unusual perfume (or no deodorant), or the room temperature increases to 85
degrees Fahrenheit or is reduced to 60 degrees Fahrenheit, or there is a knock on your door, then the
environment no longer can be characterized as steady-state. Your response to the environment is now conscious
and deliberate. You get up to answer the phone or the door; you look up to see who is wearing the unusual
perfume; you open a window or turn up the thermostat (or put on or take off clothes) to return to a condition of
thermal comfort. In other words, you become aware of your environment and begin adapting to it or making
adjustments in it to achieve a new equilibrium.

Disruptions from steady-state occur when present perceptions do not correspond to desired or expected levels of physical and social
stimulation. Disruptions in steady-state influence are brought about by the processes of sensation, perception, and
cognition (the subjects of Chapter 4). Sensation involves those processes by which the world can be known to
the perceiver. These processes typically involve the following modes: touch, smell, taste, vision, and hearing. We
know silk by touching it, rotten eggs by smelling them, an orange by tasting it, and so forth. Environmental
perception involves the initial gathering of information. It differs from sensation in that the perceiver is an active
participant in the process whereas in sensation the perceiver is not. Ittleson (1978) distinguishes between more
traditional perception, which he labels object perception, and environmental perception. In object perception, emphasis is
placed on the properties of simple stimuli, such as color, depth, form, apparent movement, loudness, etc. In
environmental perception, the emphasis is on larger entities, treated as wholes. In addition to the size and
complexity of the stimulus, the two differ in that in the latter, participants often move around in and through the
stimulus display and in fact become a part of it. Thus, the perceiver experiences the environment from multiple
petspectives. Finally, in environmental perception the perceiver is often connected to the stimulus display by a
clear goal or purpose—that is, the perceiver is in the environment to achieve some outcome. We go into a
restaurant to obtain food, a swimming pool to cool off, and a theater to be entertained.

Environmental cognition involves further processing of information (e.g., storing, organizing, and recalling). It
also involves appraisal processes. Is this environment good or bad, cold or hot, strong or weak? It includes the
emotional impact of environments, attitudes toward environments, the preferences we have for some
environments over others, and the categories we use to organize our knowledge about various settings. Through
these various processes we appraise environments and compare them with mental images of what we desire or
expect them to be. Most of the time, because we have planned well, environments are acceptable approximations
of what we expect. Under these conditions the environment exerts a steady-state influence. Disruptions occur
when we learn through these processes that present conditions do not correspond to our desired or expected
levels of stimulation or are incapable of meeting the objectives of the plan with which we entered the situation.
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The influence exerted by the environment is indirect; i.e., the environment acts to influence people's
emotional states, which in turn mediate their overt behavior. One of the major assertions of Byrne and
Clore's reinforcement-affect model of attraction (Byrne, 1971; Byrne & Clore, 1970; Clore & Byrne, 1974) as well
as Mehrabian and Russell's (1974) framework is that a link exists between positive affect and such positive social
interactions as interpersonal attraction and approach behaviors. Additionally, work by Baron and Bell also
postulates emotion (affect) as a mediating link between the physical environment and aggressive behavior (e.g.,
Baron & Bell, 1976; Bell & Baron, 1976).

It has been shown that such diverse environmental conditions as temperature (Griffitt, 1970; Griffitt & Veitch,
1971), crowding (Baum & Valins, 1973; Griffitt & Veitch, 1971; Valins & Baum, 1973), noise (Bull, et al., 1972;
Geen & O'Neil, 1969; Mathews & Cannon, 1975), air pollution (Rotton, Barry, Frey & Soler, 19706), and radio
news broadcasts (Veitch, DeWood, & Bosko, 1977; Veitch & Griffitt, 1976) influence the affective state and
interpersonal behaviors of individuals. If you feel annoyed by the phone ringing you might answer it in gruff
tones, or not at all; if you are gladdened by the distraction you will probably answer with greater civility. If you
like the smell of an unusual perfume, you are likely to strike up a pleasant conversation; if instead what you are
confronted with is the smell of stale cigarettes and body odor, your disposition is likely to be less shining and
your overt behaviors less positive.

A whole host of interpersonal behaviors might be negatively influenced by environmental conditions, but only to
the extent that those environmental conditions elicit negative affective feelings, and conversely, behaviors might
be positively influenced through their association with positive affective feelings. Indeed, studies of verbal as well
as a wide range of nonverbal behaviors (Mehra-bian, 1972) in social interaction situations have been shown to be
related to the emotional states of the interactants. Put simply, how we behave is determined in part by how the
environment makes us fee/.

Environment-evoked emotions are best depicted in terms of three distinct dimensions: pleasure,
arousal, and control. Researchers who study emotions and have attempted to categorize them have traditionally
focused on facial expression of emotions and verbal self-reports. Those examining facial expression (e.g.,
Abelson and Sermat, 1962; Engen, Levy and Schlosberg, 1957, 1958; Gladstones, 1962; Schlosberg, 1954) have
found pleasantness-unpleasantness and level of arousal to be two of the basic dimensions of emotions. Williams
and Sundene (1965) and Osgood (1966) have likewise found evidence for these two plus a third characteristic
resembling the potency factor of the Semantic Differential. Self-report measures of emotions, however, have
typically yielded more dimensions than the three listed above (e.g., Izard, 1972; Nowlis, 1965) and have included
such emotions as "stressed/” "uncomfortable/' "anxious/' and "angry" Mehrabian and Russell (1974) and Russell
and Mehrabian (1977) have provided evidence to reconcile these two sets of research findings and have reported
that the three dimensions of pleasure-displeasure, degree of arousal, and dominance-submissiveness constitute
both the necessary and sufficient dimensions to describe all emotions. Results of their studies show that the larg-
er number of dimensions obtained in verbal-report studies can be accounted for by these three dimensions.
Thus, self-reports of emotions that employ different words (e.g., joy and happiness) may actually yield similar
underlying configurations of pleasure, arousal, and dominance, which differ primarily in the intensity of affect.
Further, differences between global emotional states can be best understood in terms of differences in the
underlying configuration of these three dimensions. Thus, the best available evidence to date suggests that the
emotional (affective) state of individuals can be adequately described by these three dimensions.

The environment-influenced behavior of the individual is dependent upon the extent and the
configuration of the dimensions of the emotions aroused. In most of the studies to date where the
emotional state of the individual is seen as a mediating factor for behavior, emotion has been conceptualized in a
uni-dimensional manner (see assertion 3 in Table 2-1). Typically, the one dimension utilized has been pleasure-
displeasure, although sometimes a variant of the dominance/submissiveness dimension has been used (e.g.,
studies of control, constraint, and reactance). However, researchers have seldom considered the
interrelationships of these dimensions. The current framework attempts to utilize a multiple-dimension approach
to emotion as a way of accounting for morte
of the reliable variance in the relationship between emotional states and overt behavior. As Mehrabian and
Russell note, this approach has the advantage of integrating a variety of research findings dealing with the
influence of a diversity of stimuli on the same three dimensions; for example, excessive noise, crowding,
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pollution all have similar effects on the degree of pleasure, arousal, and dominance a person expetiences. This
multidimensional description of emotion is not only important in theorizing but also in considering the effects
of emotion on overt behaviors. We would expect different behaviors to ensue as a result of changes in the
environment that elicited displeasure, high arousal, and submissiveness ("anxiety") from changes resulting in
displeasure, high arousal, and dominance ("anger"). A teacher expetiencing the former, for example, may attempt
to "leave the field," whereas experiencing the latter may lead
him or her to combat, or at the very least, to attempt to change the environment.

Using earlier unidimensional conceptualizations (e.g., pleasure-displeasure) no differences in behavior would
have been predicted. In short, the proposed framework calls for the simultaneous consideration of three major
factors of emotions in an attempt to clarify some of the earlier research, which relied on
a single factor.

Behavior is goal-directed; i.e., behavior resulting from environmental change is performed to return the
environmental influence to steady-state. This proposition follows from 5a and 2b in Table 2-1, but the
undetlying assumption is that steady-state environments are preferred and actively sought (i.e., humans don't
passively react to environmental stimulation, but rather attempt to alter their experiences to maintain a state of
equilibrium). They do this by altering their evaluation, by altering the setting, or by changing settings altogether.
This view is hardly new, and it provides the underpinnings of all homeostasis models of motivation and
behavior. For example, Adaptation Level (AL) Theory (Helson, 1964) assumes that individuals have developed
some frame of reference for evaluating a wide array of stimulus dimensions. Preferred stimulus values for a par-
ticular dimension, however, are narrow in range, and when the values deviate from this range, unpleasant feelings
result.

In response to displeasure aroused by stimuli whose preferred values are exceeded (in either direction), the
behaving organism attempts to decrease the unpleasantness. For example, the temperature of a particular
environmental setting exceeding AL elicits discomfort. Simultaneously, degree of arousal and dominance-
submissiveness will also be influenced. If the organism experiences great displeasure, high arousal, and high
dominance, then aggressive behaviors may occur, which might be directed at removing the social source of that
emotion. On the other hand, if displeasure is not felt, if the degree of arousal is low, or if submissiveness is felt,
acquiescent behavior might occur. This could involve withdrawal to a different setting more conducive to the
desired emotional configuration.

When goal-directed behavior is ineffective or when great expenditures of energy are required to
maintain steady-state, the environment can be considered pathological and a disruptive influence on
human functioning. What are the long-range effects of exposure to a given environment featured by a
patticular level of intensity, complexity, and incongruity of stimulation? According to AL theoty, the individual's
AL will be shifted to a value corresponding more neatly to that of the environment. This, of course, is what
adaptation is. However adaptable humans may be, it is still possible that the range of environmental stimulation
could be such that the energies expended in adaptation would have detrimental effects on the individual, or that
the behavioral repertoire of the individual is too limited, thereby making adaptation impossible. It is under these
conditions that the environment can be considered pathological. Evidence (to be detailed in later chapters)
concerning the effects of prolonged exposure to noise (e.g., Glass & Singer, 1972; Weybrew, 1967) exemplify this
state of affairs, as does the work of Calhoun (1962) who looked at the long-term effects of increased population
density on social adaptive behaviors of Norway rats.
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Lesson 09
PERCEPTION AND ITS COGNITIVE BASSES

Perception

When we think of perception we usually think first of visual perception. This is probably because we gather so
much information from the environment via this sensory system. With the exception of listening to speech, the
vast majority of our everyday activity is guided by vision. Vision guides our motor behavior (getting us from here
to there while avoiding running into things on the way), providing us with information concerning what is out
there and where it is. Through the mediation of photographs, television, newspapers, books, and magazines,
vision provides information about what is going on beyond the grasp of our immediate senses. We can know
about the cold of Antarctica, the heat of the Sahara, or the crowdedness of Calcutta, without ever having been
there. Additionally, much of our interpersonal behavior is guided by the visual information we receive. Our
judgments of the emotional states of others (and ourselves, for that matter), and our intentions, likes, and
dislikes, are determined in good part by what we see. No wonder we rely so heavily on our sense of vision to
inform us of the wotld that we inhabit! There is an old adage that "seeing is believing," and when it comes to
conflicting cross-modal information, we do indeed tend to believe our eyes over the other senses (Freides, 1974).

Despite this great reliance on vision, perception is more than just sensory input to the visual system. Often we
must depend on other systems when interacting with the environment. For example, we cannot see heat, so we
must depend on thermal receptors on the skin's surface to warn of the dangers of placing the hand on a stove;
we cannot see natural gas and must depend on olfactory cues and odorous additives to warn of a gas leak in the
home; we cannot see the Civil Defense siren warning of an impending tornado, and therefore must rely on our
sense of hearing. But perception of the environment is even more than the summation of all these sensory
inputs. It involves labeling, describing, and attaching meaning to the world around us. Perception, in addition to
being sensory, is also highly cognitive.

Cognitive Bases of Perception

All environments carry a set of meanings acquired through their specific physical, social, cultural, aesthetic, and
economic attributes. These meanings are extracted from the environment by the perceiver in terms of his or her
own attitudes, beliefs, values, and physical limitations. We may admire an apple orchard in spring for its floral
beauty and its aromatic fragrance, while simultaneously realizing its worth in terms of the honey that will be
produced by bees from its nectar and the apples to be harvested in the fall. Additionally, we may see the orchard
as symbolic of the economic power of its owner, his or her ability to buy and sell, and ultimately the political
influence that person is likely to exert in the community. Finally, we may see it as representing the outcome of
years of research in the development of hybrid apples. We perceive all of these meanings and respond to them in
some degree as the sight and smell of the spring blossoms reaches our eyes and noses.

Our assessment of the environment is achieved within the context of three broad but not always congruent ways
of viewing the world. First, we develop attitudes as a result of living within a cu/ture, and these attitudes deter-
mine, in part, whether we see a sea of white fragrant apple blossoms or whether we see the raw materials from
which bees will make hundreds of pounds of honey. Our contemporary perceptions are thus conditioned by
forces that have shaped us and the culture in which we reside. To this extent, we perceive the present through
the eyes of the past. We also perceive and assess our environment in terms of our immediate needs and preferences.
This viewpoint represents that of the functionalist, who views nature as being subject to human exploitation,
limited only by technological ability. Finally, we observe and recognize the environment in terms of its and our
future. Not only is the question of "What's in it for mer" asked, but also, "What effect will my presence and
interaction have on the environment being viewedr" If trees are seen only in terms of the apples they will
produce and care is not taken to preserve them, soon there will be no apples and eventually no trees. This view
of the environment is much like the ecologist's view.

Humans are cognitive beings and thus define and give meaning to environments with respect to their role in
them. How environments should look and be used, what other people should be involved, what activities should
go on in them, and what they stand for symbolically are all determined in great part by the viewer. However,
there is a regularity and consistency of perception within physical settings over time and space, because
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perceptions are tightly interwoven with the fabric of the social, organizational, and cultural systems that cir-
cumscribe the everyday life of all humans. In Chapter 2, we desctibed the environment as "typically neutral." In
the present context we should take that phrase to mean that within a given social, cultural, and organizational
climate, an environment typically has agreed-upon meaning. This meaning is easily ascertained and usually judged
to be nonendangering. In Lewin's (1951) terms the environment has a "cultural purpose.”

Contextual and Social Bases of Perception

It is important to emphasize that perception is contextual. Cultural, social, gender, and individual differences all
influence what we do and do not see in our environment (see Figure 4-2). For example, Deregowski (1980) has
shown that relatively isolated and uneducated African observers have difficulty seeing depth in two-dimensional
pictures; Segall, Campbell & Herskovits (1966) have shown that urban groups are more susceptible to some
perceptual illusions than are rural groups; and, Turnbull (1961) has noted the inability to maintain size constancy
at varying distances among the Bambuti of Africa. Numerous studies show that adults who grow up with
exposure to only one language have difficulty in discriminating certain non-native linguistic contrasts (Strange &
Jenkins, 1978), and gender differences in perception have been found in vision, taste,
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FIGURE 4-2 Tigures commonly recognized as being in motion by Western observers, but not necessarily by
non-Western observers.tactile sensitivity, hearing, olfaction, and visual-spatial ability (Ippolitov, 1973; Linn &
Peterson, 1986; McGuinness, 1976; Money, 1965; Weinstein & Sersen, 1961). Additionally, age and occupational
differences have been shown to account for variations in perception (McGuinness & Pribram, 1979; Yuille,
1983).

Thus, perception is not simply a matter of the individual responding to sensations created by energy from stimuli
impinging on the sensory organs. Rather, this process is embedded in a cultural context, and various social
factors have been demonstrated to produce differences in the ways two individuals will perceive the same
stimulus. Individual differences in backgrounds, experiences, values, and purposes can have a profound influence
on the end result of the processing of information from the world around us. These differences, however, do not
detract from the fact that perception is a fundamental psychological process in which all humans engage.

Complex Perceptual Processes

The exercise below illustrates the complexity of processes taken for granted and engaged in almost automatically
when perceiving individual stimuli in the environment. As indicated, such processes are extremely important, and
psychologists have exerted considerable effort to understand them. However, the primary concern of
environmental psychologists understands how people perceive molar aspects of the environment. That is, in
addition to understanding how discrete stimuli or objects are perceived, environmental psychologists attempt to
understand the processes by which whole environments are perceived. In a sense, they are interested in the
forest, not just the individual trees. Further, since it is important to account for the relationships among the
perceptual, cognitive, and evaluative processes that affect experience and determine behavior, discussion of these
processes will follow. Although highly interdependent, they will be discussed separately, making note of their
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interrelationships where appropriate.
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Lesson 10
THEORIES OF ENVIRONMENTAL PERCEPTION

Gestalt Theory

Much research and theory exist regarding basic processes involved in perception. Among the earliest and most
significant contributors to this area was a group of German psychologists working within a framework known as
Gestalt theory (e.g., Koftka, 1935; Kohler, 1929). These theorists emphasized the active role of the brain in
searching for meaning in stimuli.

The term Gestalt means "good form" and Gestalt theorists proposed that the brain is organized in such a way as
to construct meaning from stimuli, and even to impose meaning where it might not appear to exist objectively in
order to achieve this "good form.

It is not uncommon for students, when proofreading their term papers, to "read" words that do not exist on the
papet. The sentence "The bear climbed up tree" might be read, "The beat climbed up #he tree."

A second characteristic of the Gestalt approach is its holistc orientation (i.e., the assumption that the perceptual
process must be understood in its entirety rather than broken down into discrete elements). This assumption is
often expressed in the statement that in perception, "the whole is greater than the sum of the parts."

A number of principles of perceptual organization, including proximity, similarity, and closure, were developed
by these theorists, and they illustrate the manner in which the brain actively organizes sensory inputs to perceive
meaningful perceptual relationships.

Another illustration of the tendency to impose meaning on sensory inputs is the principle of size constancy, in
which changes in the size of the retinal image of an object are interpreted as changes in distance rather than
changes in the size of the object. In this case, the brain is actually "overriding" sensory inputs to maintain a
Gestalt.

Functionalism

A theoretical orientation that differs from the previous approach views perception as a much more direct process
that involves less mediation by higher brain centers to perceive meaning in the environment. It is argued that
meaning already exists in the environment, and that our sensory mechanisms are "prewired" to respond to
meaningful aspects of our environment. This approach is related to ecological biology, which studies organisms'
adaptation to their environment. For example, the concept of an ecological niche refers to the instinctive tendency
observed in animals to seck out that area of their environment which affords them the greatest chance of
survival. Gibson (1979) applied this notion to human perception. She suggests that humans are innately endowed
with the ability to perceive those aspects of our environment that bave functional valne for them. Thus, according to
this view, an infant should be born with the ability to perceive its mother's face, since this stimulus has obvious
survival value.

Gibson proposed the concept of the perception of affordances—that is, invariant properties of objects that afford
adaptation to the environment. These affordances are discovered by the organism as a result of active commerce
with the environment, and they have survival value. The same object often offers different affordances for
different species. For example, a tree affords food to the termite, shade to the dog, and building material to the
carpenter. There is evidence that at least some innate perceptual response tendencies exist in humans.

Gibson and Walk (1960) employed a device known as a "visual cliff," which creates the impression of a sharp
drop on a solid glass surface, to demonstrate that the ability to perceive depth is innate. Human infants show a
reluctance to approach the "cliff" as soon as they are able to crawl (i.e., before they have had experience with
falling). Additionally, researchers have demonstrated that newborn infants exhibit a marked tendency to spend
more time looking at pictures of human faces than pictures of nonhuman objects. Both of these perceptual abil-
ities have clear survival value (the former to avoid the dangers of falling, and the latter to recognize the source of
sustenance), so it should not be surprising that we are born with these tendencies.
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In Gibson's view, all the information necessary for environmental perception is directly contained in the physical
energy impinging on the sense organs. Often, though, the sensory input from the environment is overwhelming
in terms of amount, intensity, or duration. Thus, we are not always able to direct our attention to the most
informative information. This view, like that of Brunswik (to be discussed later), is embedded in an information-
processing perspective (i.e., the utilization of information from the environment requires more than simply
responding to or interpreting sensory excitation). By actively exploring the world over time and space the
individual is able to extract invariant properties and thus obtain a progressively more accurate picture of what the
environment is really like. Unlike Brunswik, though, who believes that the information contained in stimuli is
probabilistic, Gibson asserts that the information is absolute; only the processing of this information is subject to
error or inexperience.

Learning Theory

Much research on human perception concerns the role of experience in perceptual development. From this
perspective, our perceptions are not innately determined, but rather we must learn to perceive critical aspects of
our environment.

For example, the principle of size constancy referred to above is not seen as an inborn perceptual ability, but one
that develops only through the experience of seeing many objects from a variety of distances. Gradually the
infant learns that the objects are not growing or shrinking, but remaining a constant size regardless of their
distance. This happens despite the fact that the retinal images, and thus the neural impulses sent to the brain,
vary dramatically.

Learning theorists propose that an important result of experience and learning in perception is the development
of assumptions about the world around us.

These assumptions facilitate our interactions with the environment because they save us time and effort in
coping with new stimuli. That is, we do not have to approach new situations as though we had never
encountered them before. We assume that many elements of the situation are similar to those of situations that
we have previously experienced.

Thus, we bring to the present situation learned assumptions in the form of expectancies about what is likely to
happen. These expectancies are usually correct, making for easy processing of information and adaptive
functioning. In these ways, learning theories are not unlike those of the functionalists.

Our assumptions, however, can sometimes be misleading, resulting in misperceptions or illusions (e.g., Ames,
1951). The research described above regarding contextual and social bases of perception supports the role of
experience in the development of perceptual expectancies. For example, cross-cultural comparisons of
susceptibility of particular illusions indicate that experiences with different kinds of environments are related to
differences in susceptibility. Airport & Pettigrew (1957) demonstrated that children in curvilinear cultures (i.c.,
primitive African cultures where dwellings are round rather than rectilinear) are less susceptible to illusions
dependent on the perception of lines and angles such as the trapezoid illusion, and as mentioned earlier,
urbanites are more susceptible to the Mueller-Lyer illusion than are rural inhabitants. Also, in a study referred to
carlier, it was shown that even size constancy is related to the experiences that individuals have had viewing the
same object from varying distances (Turnbull, 1961).
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Lesson 11
PROBABILISTIC FUNCTIONALISM
AND ENVIRONMENTAL COGNITION

Probabilistic Functionalism

Earlier we noted that at any given moment vast amounts of stimuli simultaneously impinge on our senses. In
fact, even in relatively calm environments, more stimuli are present than our perceptual systems have the capacity
to process. Given the complexity of environments, the goal stated eatlier that environmental psychologists must
account for the processes by which molar environments are perceived is an exceedingly difficult one to achieve.
Therefore, one of the most important learning theories of perception, and potentially the most fruitful for
environmental psychology, is Brunswik's lens model (1956, 1969). Brunswik's approach provides a model for
mathematically describing individuals' perceptual processes when making judgments in response to molar envi-
ronments containing multiple stimulus dimensions.

FIGURE: Brunswik's probabilistic theory illustrates one way of relating the information available from the
environment to the way the individual perceives the environment.
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Brunswik argues that complex stimulus patterns are processed as though through a "lens" (see Figure above),
where the scattered stimuli are "focused" into a single perception of the environment. In this way we manage to
reduce the complexity of our environment by filtering the various available stimuli through the lens, discounting
or ignoring some perceptual cues while emphasizing others. We do this not only to simplify judgmental tasks,
but because we learn from experience that some sensory information is misleading (in Brunswik's terms, they are
lacking in ecological validity), and other cues are of minimal value, (.., of low ecological validity) in correctly
perceiving the true state of the environment. Given the ambiguities and inconsistencies present in environments,
people assign probabilities to the vatrious cues in the attempt to achieve a petception that "mirrors" the true
environment. Sensory cues that are assigned high probabilities are assumed to possess high ecological validity,
and are given more weight (i.e., they are attended to more closely than cues assigned low probabilities). Through
continued experience in the environment, we learn whether or not our perceptions are appropriate. When we do
not achieve a match between our perceptions and the world (i.e., our perceptions are inaccurate), we alter the
probability weights assigned to the different cues.

This approach is of value not only because it provides an elegant conceptual model for describing the processes
by which we perceive complex environments and change our perceptions through learning, but also because it
permits researchers to describe these processes in precise mathematical terms. Although the statistical techniques
employed are beyond the scope of this book, researchers can derive "weighting values" that correspond to the
probabilities that the perceiver assigns to various stimulus cues. Further, the researcher can vary the stimuli and
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their levels to assess changes in subjects’ perceptions. The model can also be applied to study the accuracy of
environmental perception, as well as individual differences. For example, we shall see in a later chapter that the
general public relies heavily on certain cues in perceiving the presence of air pollution (e.g., the sight of smog).
These cues, however, are far less ewlogically valid than the presence of other cues (e.g., the presence of
automobiles, in predicting actual pollution levels). Finally, Craik & Appleyard (1980) have suggested that
Brunswik's lens model may provide the methodology needed to account for the interrelationships among
environmental perception, cognition, and evaluation that we noted earlier.

The perception of a wide array of stimulus dimensions in the environment is important for information
processing and acquiring knowledge about the environment. Such knowledge is essential for our survival and
adaptive functioning. Formation of mental images of the settings in which we live involves the process of
environmental cognition, and this process is closely linked to that of environmental evaluation. We now turn
to these two processes.

ENVIRONMENTAL COGNITION

The term, cognition, refers to thought processes. Thus, environmental cognition concerns thinking about the
environment (i.e., the ways in which individuals process information and organize their knowledge about
characteristics of their environment). Also of interest is how this knowledge is acquired, or learned, as well as
how individuals differ in their knowledge of the environment. Finally, environmental cognition concerns how
variations in the environment affect the ability to understand the setting. For example, important differences in
knowledge cleatly exist between familiar versus novel environments. We will consider novel environments first.

Responses to Novel Environments

From the participant's point of view, the environment is typically neutral and enters into awareness only when it
deviates from some adaptation level. Your first few days on campus can be thought of as a non-neutral situation,
one that from your perspective at the time deviated from the norm and made you self-consciously aware of your
new surroundings. Ittleson, Proshansky, Rivlin, & Winkel (1974) claim that in situations of this kind, six different
but interrelated types of responses occur: affect, orientation, categorization, systemigation, manipulation, encoding. While in
the following paragraphs we will discuss each of these in the order just presented, these responses are probably
not made serially. In fact, each tends to blend with the other as we attempt to bring the environment and
ourselves into a state of equilibrium.

Affect. The nature of our gffective response to new environments will depend on many factors, some of which
will be discussed later in this chapter. At a minimum, the affect will consist of a heightened degree of awareness
and arousal occasioned by the need to know, predict, and therefore to feel in control of and secure in an
unknown setting. Aside from this general reaction, a number of other feelings may emerge because of the
particular characteristics of a new setting. Discovering that the tennis courts are close to the dorm may lead to
happiness, whereas finding that you live adjacent to the cemetery might lead to fear and trepidation.

The thought of long walks to the library through a grove of oak trees might conjure romantic images and feelings
of love, or graven images of rapists and muggers, leading to fear and anxiety. Such affective responses, both
general and specific, may govern the direction that subsequent relations with the environment will take. First
impressions (feelings) about places can and do have enduring consequences.
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Lesson 12
RESPONSSES TO NOVEL
ENVIRRONMENTS AND ENVIRONMENTAL COGNITION

Environmental Cognition

The term, cognition, refers to thought processes. Thus, environmental cognition concerns thinking about the
environment (i.e., the ways in which individuals process information and organize their knowledge about
characteristics of their environment). Also of interest is how this knowledge is acquired, or learned, as well as
how individuals differ in their knowledge of the environment. Finally, environmental cognition concerns how
variations in the environment affect the ability to understand the setting. For example, important differences in
knowledge cleatly exist between familiar versus novel environments. We will consider novel environments first

Responses to Novel Environments

From the participant's point of view, the environment is typically neutral and enters into awareness only when it
deviates from some adaptation level. Your first few days on campus can be thought of as a non-neutral situation,
one that from your perspective at the time deviated from the norm and made you self-consciously aware of your
new surroundings. Ittleson, Proshansky, Rivlin, & Winkel (1974) claim that in situations of this kind, six different
but interrelated types of responses occur: affect, orientation, categorization, systemigation, manipulation, encoding. While in
the following paragraphs we will discuss each of these in the order just presented, these responses are probably
not made serially. In fact, each tends to blend with the other as we attempt to bring the environment and
ourselves into a state of equilibrium.

Affect. The nature of our affective response to new environments will depend on many factors, some of which
will be discussed later in this chapter. At a minimum, the affect will consist of a heightened degree of awareness
and arousal occasioned by the need to know, predict, and therefore to feel in control of and secure in an
unknown setting. Aside from this general reaction, a number of other feelings may emerge because of the
particular characteristics of a new setting. Discovering that the tennis courts are close to the dorm may lead to
happiness, whereas finding that you live adjacent to the cemetery might lead to fear and trepidation. The thought
of long walks to the library through a grove of oak trees might conjure romantic images and feelings of love, or
graven images of rapists and muggers, leading to fear and anxiety. Such affective responses, both general and
specific, may govern the direction that subsequent relations with the environment will take. First impressions
(feelings) about places can and do have enduring consequences.

Orientation. Individuals in a new setting actively seek to find their place, their "niche." This is primatily a
cognitive process and to use a slang expression involves "scoping out" a place. You probably asked yourself on
those first days: Where, relative to my dorm, is the dining hall, the recreation center, the library? Where do you
go to buy books, to get athletic tickets, to pay parking fees? Which dorm is the one that your cousin Fred lives
in? Ittleson, et al. (1974) describe the process of finding answers to questions such as these as orientation.
Orientation, in short, expresses a person's desire to "know where one is" physically in relation to the total milieu.
Here we see the beginning of environmental cognition, with the individual actively attempting to identify the
location of important stimuli in the new environment in relation to where one is at.

Categorization. In new situations, though, a person does more than just orient; he or she also categorizes. The
individual evaluates the new environment and imposes his or her own unique meaning to various aspects of it.
Not only do people ask where they can get a pizza, but they also ask where to find the best or the cheapest pizza.
To which pizzerias do you take dates, and which are primarily solo? Knowing where there is a "pizza joint" is not
half as useful as knowing where there is one where you can get pizzas that are tasty, cheap, and will bring you the
accolades of your date. Categorization is therefore the process of extending the meaning of the environment by
functionally relating its various aspects to one's own needs, predispositions, and values. Thus, categorization
represents a more sophisticated understanding of the environment than simple orientation, in that the individual
now knows several instances of stimuli in a particular category and is able to distinguish among them in terms of
their relative utility to the satisfaction of one's needs.

Systemization. 1t is difficult to say where categorization leaves off and sys-temization begins, but at some point
individuals organize their environments into more meaningful and more complex structures. They know, for
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example, the best time to go to the library, not only in terms of when it is the quietest, but also when it is easiest
to find a place to park, or when the most helpful librarians are working, or when the latest issue of Sports
Lilustrated artives.

Manipulation. Out of such systemization, individuals achieve a sense of order and understanding; they not only
know the new setting but they can predict it and make it work to their benefit. If people have ordered their
environment, they usually can manipulate it or control it to their advantage. If the cheapest pizza parlor in town
is closed, they know how to get to the second cheapest, or know their options with respect to having Chinese or
Mexican food instead.

Encoding. Finally, to communicate with others and to form mental maps of new environments, people must
agree on what the component parts of the environment are called. This naming is called encoding it permits us to
do our sys-temizing and manipulating cognitively, by simply thinking about our environment. Encoding
represents the highest level of understanding about the environment, because the individual is no longer tied to
concrete perceptions of the setting. People can function more effectively with this knowledge, and can also
communicate with others about using shared symbols. Encoding allows us to "think-travel" through
environments (see Figure 2-5) and to prepare us for changes in our interrelationships with our environments. We
will return to these notions in the next section of this chapter.

Of course the reason for your difficulties that first day you arrived on campus is that you didn't know the names
of the buildings, nor their locations relative to one another. You had not yet had time to categorize or
systematize the campus environment. And although there was an encoding schema in place, you were not, at that
time, privy to it. Environmental cognition refers to knowledge about the environment, and the purpose of this
example is to illustrate the importance of environmental cognition to the individual in performing such
seemingly simple actions as getting from one place to another. Without an understanding of spatial relationships
between objects of importance in the environment, we would not only be lost, but we would be literally
paralyzed, unable to function in the setting. These mental representations of the environment are referred to as
cognitive maps. The processes of perception, learning, and memory ate all involved in the study of spatial cognition.
We will now discuss the characteristics of cognitive maps, some factors affecting their development, and the
functions that such environmental cognitions serve.

Characteristics of Cognitive Maps

A common approach to studying spatial cognition is to ask people to draw "sketch maps" of environments.
Research indicates that sketch maps are a reliable method of data collection (Blades, 1990). Lynch (1960)
conducted one of the first comprehensive studies of the nature of cognitive maps when he asked residents of
three American cities (Boston, Los Angeles, and Jersey City) to draw maps of their city environments. He
analyzed these drawings for commonalities in the features of people's mental images of their cities. This resulted
in the identification of five major characteristics: (1) paths: major arteries of traffic flow through the city (e.g.,
Main Street); (2) edges: major lines (either natural or built) that divide areas of the city or delimit the boundaties
(e.g., tiver); (3) districts: large sections of the city that have a distinct identity (e.g., "Chinatown"); (4) nodes: points
of intersection of major arteries (e.g., the corner of Twelfth Street and Vine); and (5) landmarks: architecturally
unique structures that can be seen from a distance and can be used as reference points (e.g., a tall building).

Thus, the objective physical setting comes to be represented as "cognitive space," organized and structured
mentally in terms of distinct "regions" of the environment. According to the "anchor-point" hypothesis
(Golledge, Gale, & Tobler, 1987) the regionalization and hierarchical organization of cognitive space is brought
about by the active role of salient cues in the environment. For example, primary nodes or other reference points
"anchor" distinct regions in cognitive space. These components or reference points provide the "skeleton" of the
individual's map. As we shall see, the degree and accuracy of the detail of the remainder of the map is a function
of both aspects of the environment and individual differences.
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Lesson 13
CHARACTERISTICS OF COGNITIVE MAPS

A common approach to studying spatial cognition is to ask people to draw "sketch maps" of environments.
Research indicates that sketch maps are a reliable method of data collection (Blades, 1990). Lynch (1960)
conducted one of the first comprehensive studies of the nature of cognitive maps when he asked residents of
three American cities (Boston, Los Angeles, and Jersey City) to draw maps of their city environments. He
analyzed these drawings for commonalities in the features of people's mental images of their cities. This resulted
in the identification of five major characteristics:

paths: major arteries of traffic flow through the city (e.g., Main Street)

edges: major lines (either natural or built) that divide areas of the city or delimit the boundaries (e.g., river)
districts: large sections of the city that have a distinct identity (e.g., "Chinatown")

nodes: points of intersection of major arteries (e.g., the corner of Twelfth Street and Vine); and

landmarfks: architecturally unique structures that can be seen from a distance and can be used as reference
points (e.g., a tall building). Thus, the objective physical setting comes to be represented as "cognitive
space,” organized and structured mentally in terms of distinct "regions" of the environment.
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According to the "anchor-point" hypothesis (the regionalization and hierarchical organization of cognitive
space is brought about by the active role of salient cues in the environment. the regionalization and hierarchical
organization of cognitive space is brought about by the active role of salient cues in the environment. For
example, primary nodes or other reference points "anchor" distinct regions in cognitive space. These
components or reference points provide the "skeleton" of the individual's map. As we shall see, the degree and
accuracy of the detail of the remainder of the map is a function of both aspects of the environment and
individual differences.

Factors Affecting Cognitive Maps

Environmental Differences. Environments differ from one another in the ease with which people are able to
develop cognitive maps of them. Lynch (1960) coined the term /lgibility to refer to the extent to which the spatial
arrangement of a city facilitates a clear and unified image in the minds of its inhabitants. For example, Boston
provides a clear center, the Boston Common, around which people organize their cognitive maps. On the other
hand, Los Angeles does not appear to have any central core, but sprawls out in all directions, which inhibits an
organized mental representation. Similarly, Warren, Rossano, and Wear (1990) suggested that errors in building
floor-plan maps can be understood in terms of variations in salience of building features. Milgram and his
associates (Milgram, Greenwald, Kessler, McKenna, & Waters, 1972) argued that recognizable areas of an
environment are important for developing accurate cognitive maps. They proposed the following formula for
predicting the recognizability of an area:

R=f(CxD).

This formula is read, "The recognizability of an area (R)is determined by its centrality to population flow (C) and
its architectural or social distinctive-ness (D)." Thus, environments that have structures that stand out (such as a
hilltop church) and are frequently passed by people facilitate a clear picture of the setting in the minds of the
inhabitants

Both of these environmental differences can be understood in terms of the "anchor-point" hypothesis in spatial
cognition. That is, salient, objective physical cues in the environment facilitate the accurate organization of
cognitive space, and the absence of such reference points inhibits accuracy

Errors in Cognitive Maps The physical characteristics of a setting are not the only determinants of the accuracy
and detail of cognitive maps. People are prone to a number of cognitive errors in the process of developing
cognitive maps. Downs & Stea (1973) point out that most of us form zncomplete maps, leaving out both minor and
major details; we tend to distort our maps, by placing some areas closer together than they actually are and others
farther apart than they actually are; and, we sometimes axgment our maps by including elements that do not
actually exist. Further, we often give undne prominence to areas of the environment that are personally meaningful or
important to us. For example, Saarinen (1973) asked students from different countries to draw maps of the
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world. He found that the students tended to draw their own countries in the center of the map, drawing them
larger than countries that are actually larger than their own. More recently, Herman, Miller, & Shiraki (1987)
demonstrated distortions in distance judgments in relation to the affect associated with different environmental
locations. College freshmen who were asked to choose their four most-liked and four least-liked campus
locations subsequently underestimated distances to the locations associated with positive affect to a greater
degree than they did to the places associated with negative affect. Other recent studies have demonstrated errors
in estimations of the differences in elevation between locations (Garling, Book, Lindberg, & Arce, 1990) and
memory for turns of varying angularity encountered during pathway traversal (Sadalla & Montello, 1989).

The above errors are most likely due to limitations in human spatial cognitive abilities, rather than to objective
environmental characteristics. As with any kind of information-processing task, the accuracy of our spatial
knowledge of the environment is unlikely to ever be complete, and some tasks are easier than others. For
example, Teske & Balser (1980) asked individuals to identify various destinations in a city and their strategic
ordering (i.e., plan itineraties), and Veitch & O'Connor (1987) asked students to do the same on their college
campus. Subjects found planning itineraries more difficult, because this requires a higher-level cognitive
organization. That is, while the former task requires knowledge only of the route from point A to B, the latter
also requires knowledge of the route from B to C and the interrelationships among A, B, and C. Moeser (1988)
has suggested such "survey maps" do not automatically develop in complex environments. She reported that
student nurses failed to form survey maps of a hospital with a unique configuration, even after traversing it for
two years. Further, these students performed worse on objective measures of cognitive mapping than did a
control group of "naive" college students who were first asked to memorize the floor plans of the building.

Finally, Stanton (19806) investigated the relationship between "socio-spatial neighborhood" (the perception of a
street network without continuous boundaries) and the experience of "homeground" (defined as the mental form
and geographical extent of those places that evoke a feeling of being near home). She reported that only residents
of city blocks that were no more than 460 feet long were able to think of their homeground as an experiential
network, concluding that there may be a mental time limit to such cognitions. Thus, these studies all suggest that
general cognitive limitations of information processing  are involved in spatial cognition as in any other type of
complex task, and these limitations are a major source of errors in cognitive maps.

Individual Differences. Investigators have also suggested that some people seem to be better at forming
cognitive maps than others. For example, gender differences have been reported. Appleyard (1970) reported that
the cognitive maps of men are generally more accurate than are those of women. More recently, Ward,
Newcombe, & Overton (1986) examined how men and women gave directions from maps that had been
memorized. Male subjects exhibited higher levels of cognitive organization, such as using more mileage estimates
and cardinal directions (i.e., east, west, north, and south) and made fewer errors of commission or omission than
did female subjects. Antes, McBride, & Collins (1988) reported that distance judgments of women were more
affected by a change in travel paths through a city occasioned by the construction of a new connecting street
than were men. They suggested that women based their judgments on inferences from travel paths, while men
approached the task in a more spatial manner. Orleans & Schmidt (1972) reported that women's maps were
more detailed for the home and neighborhood than wete those of men, whereas men's cognitive maps were
more comprehensive and complete for the larger surrounding environment. Finally, some investigators have
reported socioeconomic differences, suggesting that the cognitive maps of people low in socioeconomic status
are also less complete and accurate than are those individuals of higher socioeconomic status (Goodchild, 1974;
Otleans, 1973).

Note that the individual differences listed above may not be due to differences in ability, but rather to differences
in familiarity. That is, there is much evidence that people draw more detailed and accurate maps of areas with
which they have had more experience (and thus are more familiar to them) than areas where they have spent
little time (e.g., Appleyard, 1970; Evans, 1980; Holahan & Dobrowolny, 1978; Moore, 1974). Of course, it stands
to reason that we would have better images of settings that are familiar to us than of unfamiliar places. Indeed,
some of the studies on errors in cognitive maps discussed eatlier also indicated that the extent of error can be
moderated by experience. For example, the study by Herman et al. (1987) indicated that the estimations of
distances to campus locations associated with positive and negative affect were not significantly different for
upperclassmen. Teske & Balser (1986) reported that subjects who lived closest to the city where they were asked
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to identify locations and plan itineraries performed at a higher level on these tasks than did subjects who had less
contact with the city. Finally, Fridgen (1987) asked travelers who stopped at a travel information center in
Michigan to indicate which parts of Michigan they perceived to be tourism and recreation areas. Subjects familiar
with the state differentiated more regions along the coast, whereas less familiar subjects perceived more regions
to be present in the southeastern urban portion of the state.

Moreover, typically there are differences in mobility among the groups discussed above (i.e., in opportunity for
travel through the setting). Thus, for example, if a husband works and the wife stays at home, it is not surprising
that the husband would develop a better cognitive map of areas beyond the immediate neighborhood while the
wife would develop a more detailed map of the local environment. Similarly, people of higher socioeconomic
status have much greater mobility to gain experience in the larger environment than do individuals of lower
socioeconomic status. These suggestions are supported by the research of investigators who have controlled for
mobility (e.g., Appleyard, 1976; Karan, Bladen, & Singh, 1980; Maurer & Baxter, 1972). While the individual dif-
ferences reported above could be due to inherent differences in spatial ability, this seems unlikely to be the major
reason. A study by Pearson and lalongo (1986) measured spatial ability and environmental knowledge
independently. Spatial ability accounted for only 14 percent of the variance in environmental knowledge. Thus,
learning brought about by relevant experience in an environment is likely to be a more important determinant of
the accuracy of cognitive maps than are the individual or cultural differences discussed above.

Developmental Aspects of Environmental Cognition. A number of changes occur in environmental
cognition as children mature and as adults become familiar with a new place. Two essential features of such
cognitive growth are the increasing differentiation and abstractness in cognitive representations of the environment,
and the increasing ability to conceive of the environment from different topographical perspectives. The first of
these is illustrated by a progressive shift from enactive to iconic to symbolic representation of the environment
and coincide with Piaget's developmental stages: sensorimotot, preoperational, concrete-operational, and formal-
operational (Flavell, 1977). The latter is illustrated by a shift from an egocentric spatial reference (possible only
with respect to one's own bodily position), to a fixed spatial reference (possible with respect to some fixed object
or direction), to a coordinated system of reference (spatial reference possible with respect to a system of polar
coordinates such as the cardinal directions of east-west or north-south). These trends represent progressive
increases in the complexity and sophistication of the cognitive styles and sets for organizing and interpreting
environmental information (Leff, 1978). These trends also correspond to the stages of responses to novel
environments discussed above.

In addition, Hart & Moore (1973) posit that as adults or children become more familiar with a new environment,
their topographical representations tend to shift from a route to a survey orientation (i.e., places will be first
conceived in terms of paths from point to point and eventually mental maps will be formed that embody an
awareness of broad areas and their interrelationships). Various researchers have found support for this notion
(Gould, 1973; Gould & White, 1974; Leiser & Zilbershatz, 1989). Finally, a number of investigators are begin-
ning to look at the role of affect in the determination of mental maps. Such structural elements as paths, nodes,
landmarks, edges, and districts may require considerations of social and personal meaning to account for their
inclusions in people's mental maps (see also our earlier discussion of Herman, et al., 1987, regarding affect and
distance judgments).

Functions of Cognitive Maps

The above exercise reiterates the importance of cognitive maps for our very ability to move around in our
environments. It also illustrates that cognitive maps setve the important function of facilitating the ease of
adapting to our environments. That is, life would be much more difficult if, because I had to wander around in
circles trying to find my way from the post office to the bank, I didn't have time to both post my bills and
deposit my paycheck. Thus, perhaps the most important function of cognitive maps is their adaptive value.
Kaplan (1973) suggested that the ability of prehistoric humans to develop cognitive maps had a crucial survival
value in a hostile world. How do I get from where I am to the safety of my cave and where, relative to where I
am now, did I hide those ostrich eggs I found the other day? These are the kinds of questions that primitive
humans must have asked themselves—the answers to which must have required some sort of cognitive map.

Downs & Stea (1977) discuss the role of cognitive maps in problem solving (i.e., in helping us make decisions about
where things that we need are and how to get them). This function is also illustrated in the above example, in
that I used my cognitive map to solve the problem of where I needed to go in relation to the amount of time I
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had available between classes. Thus, maps facilitate coping strategies involved in planning our daily lives.

Finally, cognitive maps also serve the important social function of communication. While we all develop our own
idiosyncratic maps of the environment, we also learn certain shared symbols (Strauss, 1961) that allow us to com-
municate with others about the same physical environment. It is this system of symbols that permits the out-of-
towners to navigate their way to a place in response to the statement "turn left at the second intersection, then
make a right at the first stop sign and look for the catrtry-out store." These shared symbols also help us to decide
whether to visit a particular city in the first place. For example, we might tell a European friend planning to visit
the United States to be sure to include New York, the "Big Apple," on the itinerary, but forget Cleveland, the
"Mistake by the Lake" (see Table 4-1, by Downs & Stea, 1977). Both the development and the use of shared
symbols to communicate with others about the environment depend on the encoding processes discussed earlier.

Thus far we have considered the important and interrelated processes of environmental perception and
cognition. We have seen that the ability to form mental images of our environment is closely related to the ability
to perceive and interpret the spatial components of the setting, and that both of these processes are strongly
influenced by our learning experiences in the environment. In the next section of this chapter we turn our
attention to the processes by which we arrive at an evaluation of a particular setting. Again we will see that
perception and cognition are important determinants of environmental evaluation, and that all of these processes
interact to determine our behavior in the environment.
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Lesson 14
Environmental Evaluation

The question of how we come to evaluate an environment favorably or unfavorably is a complex one, yet it is an
important one for predicting behavior. At a very general level, people prefer and approach environments they
evaluate favorably and avoid environments they evaluate negatively. Environmental psychologists have dealt with
the first question using a variety of operational definitions. For example, a favorable evaluation could be viewed
as a preference for certain configurations of stimuli in some environments over that of other environments, a
cognitive judgment of beauty, or as a positive affective reaction to the environment. Each of these approaches
has led to the identification of different, though related, aspects of the physical environment as determinants of
evaluative responses. The answer to the question "What aspects of the environment lead to a favorable
evaluation?" is going to depend on the answer to the question "What is meant by a favorable evaluation?"
Consideration of each of these approaches, as well as their implications for the relationship between envi-
ronmental evaluation and behavior, follows.

Kaplan’s Model

Environmental Preference: Would you rather be here or there? Kaplan (1975) developed a model for predicting
preferences of some environments over others. This model provides a link between environmental cognition and
evaluation, in that it assumes an important dimension of environmental preference to be the informational
content of those environments. For example, Kaplan (1979) suggested that one basis for preferences is the ability
of the individual to "make sense" out of the environment and the extent to which the environment involves the
individual by motivating him or her to try to comprehend it. Kaplan & Kaplan (1978) identified four important
factors influencing our preferences: coherence, legibility, complexity, and mystery.

Coherence and legibility refer to the degree to which the elements of a setting are organized (ie., "fit
together") in an orderly fashion, and the ease with which the individual can process and categorize the elements
of the setting. Both of these factors contribute to the ability to make sense out of the environment. People prefer
environments high in coherence and legibility to those low on these dimensions.

The factors influencing involvement with the environment are complexity (the number and variety of elements)
and mystery (the degree to which the setting has hidden information that captures the viewet's imagination).

As with the first two factors, greater degrees of complexity and mystery produce a preference for a setting.
Kaplan (1987) has recently argued for a biological basis to such preferences (i.e., there is a survival value to
preferring environments that offer informational advantages over others). The Kaplans' recent research points to
the importance of mystery in predicting landscape preferences (Kaplan, Kaplan, & Brown, 1989), but others have
applied their model to predict preferences for urban environments (Her-zog, 1989) and interiors (Scott, 1989).

Environmental Aesthetics: Is beanty in the eye of the beholder? Apart from the intuitive appeal of the notion that
beauty is a subjective and relative concept, psychologists have attempted to identify objective dimensions of
environments that lead to judgments of their aesthetic appeal. The assumption is that although there may indeed
be individual differences in judgments of beauty, it is still possible to identify commonalities in what most people
consider to be beautiful. For example, most people consider the Grand Canyon to be beautiful and a junk yard to
be ugly. By researching a variety of settings, it is possible to identify dimensions along which different
environments judged to be beautiful are similar.

Berlyne (1960) conducted one of the first important series of studies along these lines. He identified four basic
collative properties of environments that is, characteristics of the environment that cause us to compare present set-
tings to previous settings we have encountered:

1. complexity refers to the degree of variety in the elements of the environment
novelty 1s the extent to which stimuli not previously encountered or noticed are present

3. incongruity concerns the extent to which the environment contains stimuli that do not seem to "go together"
harmoniously

4. surprisingness refers to the environment that contains elements that we do not expect to be present.
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In subsequent research, Berlyne (1974) argued that aesthetic judgments are most positive for environments at
intermediate levels of each of these dimensions. That is, according to Betlyne, we judge either too much or too
little complexity, novelty, incongruity, and surprisingness as detracting from the beauty of a setting. This finding
falls in line with the notion of adaptation levels and behavior in response to environments that deviate from that
level, as outlined in Chapter 2. However, Wohlwill (1976) has suggested that this curvilinear relationship holds
only for the dimension of complexity, and that judgments of beauty increase monotoni-cally with increases in
novelty and surprisingness, as well as with decreases in incongruity. Only additional empirical studies using a
broad range of environments varying on these dimensions will tell us who is right.

Berlyne (1974) attempted to relate collative properties to exploratory behaviors in a setting. He distinguished
between specific and diversive exploration. Specific exploration increases as the level of uncertainty in the
environment increases. Presumably, uncertainty creates arousal, which leads to specific exploration to identify the
source of the arousal. Berlyne proposed that the pleasantness of a setting is greatest at intermediate levels of
uncertainty, and that diversive exploration occurs when uncertainty-arousal levels are low. In other words, when
the collative properties of an environment are at low levels, we feel understimulated or bored, and we search the
environment for ways to increase our arousal level.

There has been a recent upsurge in research on environmental aesthetics. These studies have ranged from
development of reliable and valid measures of scenic beauty (e.g., Ribe, 1988; Ruddell, Gramann, Rudis, &
Westphal, 1989) to cross-cultural comparisons in aesthetic judgments (e.g., Hull & Revell, 1989; Wong, 1990).
Others have argued for the value of studying environmental aesthetics in architectural design (e.g., Broadbent,
1989; Stamps, 1989). Finally, Bourassa (1990) has recently proposed a paradigm for landscape aesthetics that
integrates biological, cultural, and personal modes of aesthetic experience.
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Lesson 15
AFFECTIVE BASES OF ENVIRONMENTAL EVALUATION

Working within the framework of Helson's (1964) Adaptation Level Theory, Wohlwill (1966) proposed that our
affective responses to environments are determined by the degree of discrepancy between current levels of
stimulation and the adaptation level (i.e., the level of stimulation we have become accustomed to).

DISCREPANCY FROM ADAPTATION LEVEL (AL)

Positive
Affect

Indifferent
Affect

Negative
Affect

Negative AL Positive
Discrepancy Discrepancy

Wohlwill proposed the butterfly curve hypothesis predicting a curvilinear relationship between positive affect
and discrepancies resulting in either increases or decreases in arousal from adaptation level (see Figure below).
That is, we view moderate increases or decreases in stimulation from adaption level as pleasant. However,
extreme deviations in either

direction result in negative affect. This approach is useful in accounting for individual differences in evaluations
of a setting. Individual differences in adaption level result from living in different environments, leading to what
might be called the "one person's ceiling is another person's floor" effect. That is, the same environment might
be perceived as overstimulating to one person while understimulating to another. For example, a person raised in
a small rural town in Iowa might perceive a city of 20,000 people overwhelming, while the same city might be
perceived as boring to a person raised in Chicago. Note, however, that both individuals would experience
negative affect, because the discrepancies from their adaptation levels are extreme, even though in different
directions.

The work of Mehrabian & Russell (1974) has added considerably to our understanding of the relationship among
stimulation levels, arousal, and positive/negative affective responses to environments. Further, their model
accounts for the relationship between these variables and behavior. Mehrabian and Russell propose the concept
of information rate to define environmental stimulation level. Information rate refers to the average amount of
information impinging on the senses per unit of time. This concept can be used to integrate the various
dimensions of environmental stimulation discussed above, such as complexity, novelty, incongruity,
surprisingness, mystery, and coherence, in that all of these dimensions contribute to the information rate of a
setting. Mehrabian & Russell(1974) present a great deal of research demonstrating that arousal is a direct cor-
relate of information rate, and that approach behaviors in an environment (i.e., seeking out or desiring to remain
in a setting) are greatest for intermediate levels of arousal.
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However, Mehrabian and Russell suggest that the curvilinear relationship between approach and arousal is
moderated by the degree of pleasure a person experiences. Specifically, this relationship appears to hold only
when pleasure is at an intermediate level. When pleasure is extremely high, approach behaviors strengthen with
either increases or decreases in arousal, and when pleasure is extremely low, both increases and decreases in
arousal lead to avoidance behaviors.

These ideas have been extended by Russell & Pratt (1980), who proposed a model of emotional reactions to
environments in which arousal and pleasure are viewed as independent dimensions. This is illustrated in Figure
4-6. As can be seen, the model depicts all possible combinations of pleasure and arousal. Thus, environments
high in arousal can be perceived as pleasant (i.e./'exciting” settings, such as a football game), as can environments
low in arousal (i.e./'relaxing" settings, as a picnic in the park). Note that we are likely to engage in approach
behaviors to both types of environments. The same can be said of avoidance behaviors to unpleasant
environments high in arousal

arousing

exciting

distressing

unpleasant

pleasant

relaxing

gloomy

sleepy

FIGURE : Circular ordering of eight terms to describe the emotional quality of environments (from Russell and
Pratt, 1980).

("distressing” settings, such as a final exam) and low in arousal ("gloomy" settings, such as a funeral). This
circumplex model has been recently demonstrated to reliably differentiate between people's experiences in and
preferences for suburban parks (Hull & Harvey, 1989).

We have seen that environmental perception and cognition influence our evaluative and affective responses to a
setting. The relationships between these processes can be difficult to grasp. A useful model for describing these
relationships has been proposed by Purcell (1986). Referred to as a schema discrepancy model, ongoing
environmental experience is posited to result from a matching process between currently available environmental
characteristics and a representation stored in memory of the gist of previous similar experiences (called a
"schema," which is based on prototypical examples). Purcell proposes that affective responses occur when there
is a mismatch, or discrepancy, between the attributes of a current instance and the attributes of the schematic
prototype.
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Lesson 16
ENVIRONMENTAL ATTITUDES

The relationships among the processes of environmental perception, cognition, and evaluation as well as their
effects on behavior can be best summarized in the notion of environmental attitudes. An attitude is typically
defined as consisting of a coguitive component, an affective component, and a behavioral component. That is, an attitude
involves the way we think about, feel about, and behave toward an object. Consider, for example, your attitude
toward the city of Karachi. Your attitude about this environment includes your thoughts about Karachi (e.g.,
cognitions about its size, traffic and pollution levels; things to see and do there), your feelings about Chicago
(e.g., excitement, anxiety, fear), and your behavior vis-a-vis Chicago (e.g., you may plan a trip there to watch the
Bears, or you may plan a trip so as to bypass Chicago altogether).

Thus far we have discussed the processes by which we perceive our environment and how these perceptual
processes are involved in developing our cognition or understanding of the environment. These are the
processes by which the cognitive component of an attitude is formed. In the following sections we will discuss
the particular characteristics of cognitions that have implications for one's overall attitude toward the
environment. We have also discussed the role of perception and cognition in the formation of favorable or
unfavorable evaluations of the environment, as well as the relationships between environmental characteristics
and emotional responses to a setting. These evaluative and emotional responses constitute the affective
component of an environmental attitude.

Environmental Attitude Formation

Social psychologists have devoted considerable time and effort toward understanding the processes by which
attitudes are formed. We will consider environmental attitude formation as a special case of the general process
by which any attitude is formed. Most explanations of attitude development invoke learning principles such as
classical conditioning, operant conditioning, and observational learning. Each of these principles will be
discussed below, but we will first consider two important cognitive foundations of attitudes: beliefs and values.

Beliefs and Values

Daryl Bern (1970) has suggested that beliefs constitute the cognitive "building blocks" of attitudes. Bern
distinguished between primitive beliefs and higher-order beliefs. Primitive beliefs are nonconscious (i.e., they
are accepted as givens, and are seldom consciously questioned). Primitive beliefs are either based on direct
experience (e.g., the belief in the validity of our sense impressions) or on external authority (e.g., the belief that if
Mommy says so, it must be true). The processes of sensation and perception discussed earlier are involved in the
development of primitive beliefs. Because we have faith in our sensory impressions, if something smells or tastes
bad, we will hold a negative attitude toward that thing. Alternatively, if Mommy tells us that we will get sick if we
eat something, since we believe (at least as young children) that "Mommy is always right and never lies," we will
also develop a negative attitude toward that thing. These primitive beliefs usually serve us well. Indeed, as we
discussed earlier in this chapter, we would be immobilized if we could not trust our senses, and young children
might end up eating something poisonous if they could not trust Mommy. However, our perceptions and beliefs
based on sense impressions are not always correct, and we learn later in life that Mommy can be wrong and is
even capable of lyingl Of greater importance to the present discussion is the notion of higher-order beliefs.
According to Bern (who is always right and never lies), these beliefs involve the insertion of a conscious premise
in the thought process of arriving at the belief. Thus, a belief can be thought of as a conclusion to a syllogism.
For example, if I believe that air pollution leads to respiratory illness, it is unlikely that I arrived at that belief
through direct experience or because Mommy said so. Rather, it is more probable that I heard a newscast
reporting the results of a study conducted by the office of the Surgeon General warning of the health hazards of
air pollution. Thus, the belief that air pollution is hazardous to one's health is itself based upon several other
beliefs, such as the belief in the accuracy of the newscast, the trustworthiness of the Surgeon General, and the
validity of the research itself.

This analysis suggests that the cognitive component of attitudes can be quite complex, sometimes exhibiting
great depth (i.e., many premises all leading to the same conclusion) as well as breadth (i.e., many syllogisms all
leading to the same conclusion). To complicate matters further, although the language of syllogisms, premises,
and conclusions suggests that the process of arriving at higher-order beliefs is inherently logical and rational, this
is not necessarily the case. Bern invokes the idea of psychologic to account for irrational beliefs that are nonetheless
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internally consistent in the individual's cognitive structures. Further, it is possible to believe that something is bad
for you but still evaluate the thing favorably. For example, I may know that smoking is bad for me, but
simultaneously enjoy it (or alternatively, I may believe that exercise is good, but I may hate it anyway!).

Despite the cognitive complexity or potential irrationality of attitudes, the evaluative component of an attitude is
usually quite simple: The person either likes or dislikes the attitude object. We will soon discuss the affective
basis of this evaluation, but first a word should be said about the cognitive foundation of evaluation: values.
Values can be defined as basic preferences for certain end states (see Rokeach, 1968). For example, eguality is a
value referring to an end state such as equal opportunity. Values serve as the functional basis for attitudes. That
is, holding a particular attitude is a means for attaining a preferred end state. Thus, a person who strongly values
equality is likely to be in favor of civil rights legislation. Similarly, if one values clean air, then that person is likely
to evaluate actions to control pollution favorably. Indeed, Neuman (1986) has reported that values pertaining to
environmental quality are positively related to beliefs about the efficacy and necessity of conservation and actual
conservation behavior.
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Lesson 17
AFFECTIVE BASES OF ATTITUDEES

Affective Bases of Attitudes
Most social psychologists believe that the affective component of an attitude is learned. One important theory
of attitude formation is The Byrne-Clore reinforcement-affect model (Byrne, 1971; Byrne & Clore, 1970). This
model is based on principles of dassical conditioning. Specifically, if an affectively "neutral" stimulus (called a
conditioned stimnlus) is paired with a stimulus that does elicit an affective response (called an wnconditioned stimulus),
then the previously neutral stimulus will acquire the same ability to produce the response. The affective response
to the unconditioned stimulus is referred to as an unconditioned response, because it occurs unconditionally (Le.,
without the organism having to learn the response). The acquired response is called a conditioned response, because
the organism must be conditioned to make the response in the presence of that stimulus (i.e., the organism must
"learn" the response through association). This model can be readily applied to the conditioning of the affective
component of environmental attitudes (see Figure below).

Unconditioned Unconditioned Evaluative
Stimulus Response Response
(implicit affect) (conditioned)
Examples > —_
odors Examples Examples
thermal stimulaton nausea dislike
noise comfort like
distraction ambivalence
7
Conditioned
Stimulus s
(neutral before R
conditioning) L
Examples
waste disposal site
warm bath
new office

Do not think about the environment if the stimulation levels are within some optimal range). However, if some
quality of the environment changes to deviate from the optimal stimulation level, a negative affective response
automatically occurs. Through association, the entire environment comes to elicit the same negative affect. For
example, when you first encountered your dormitory room, your affective response to the desk in the room (the
"conditioned stimulus") was likely to have been neutral. However, if when you sat down to study at the desk,
your neighbor turned rock music (the "unconditioned stimulus" ) on his or her stereo at full volume, you may
have experienced negative affect (the "unconditioned response"). If this happened repeatedly, you would develop
a negative affective response to your desk (the "conditioned response"”). Further, through a phenomenon known
as stimulus generalization, you might come to experience a generalized negative affective response to your entire
room. Thus, not only would you come to avoid studying at your desk, but you might even come to avoid your
room altogether.

Behavioral Bases of Attitudes

Another important way in which attitudes are learned is through the process of operant conditioning (Skinner,
1938). According to this model of learning, any behavior that is followed by a pleasant consequence (i.e., positive
reinforcement) will increase in frequency. Behaviors that lead to unpleasant consequences (i.e., punishment) wil
become extinguished, that is, they will not be repeated. The expression of a particular attitude is a form of
behavior, and can therefore be operantly conditioned as any other behavior. Thus, we learn to express attitudes
that lead to favorable consequences for us, and we avoid attitudes that pose aversive consequences. For example,
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attitudes toward a "windfall profits tax" on oil during an energy crunch could be predicted according to the
potential consequences of being in favor of or opposed to the tax. If the tax dollars were earmarked for highway
construction projects, individuals likely to benefit from these projects would be expected to be in favor of the
tax. On the other hand, oil company executives would be likely to oppose the legislation, since they would stand
to lose money as « result of the tax.

A considerable amount of research supports this notion. For example, Van Der Pligt, Eiser, & Spears (19804,
1986b) reported that attitudes toward the building of a nuclear power plant in one's locality are related to
differential evaluations of the perceived cost and benefits to the differing sides on the issue, as well as the
perceived importance of the potential consequences. Pro-nuclear groups were more optimistic about and
attached greater value to the possible economic benefits, whereas anti-nuclear groups were more pessimistic
about the risks and attached greater value to the dangers of building and operating the station. As we shall see in
Chapter 14, many environmental attitudes can be understood in terms of the social, political, and economic
consequences of those attitudes. Similar results were reported by Napier, Carter, & Bryant (19806) regarding
perceptions of the impact of a reservoir on the local environment. Finally, Jackson (1986) reported that
participants of "appreciative" activities (e.g., cross-country skiing, hiking) had stronger pro-environmental
attitudes than did participants of "consumptive" activities (hunting, fishing) or "mechanized" activities
(snowmobiling, trail hiking). Clearly, the attitude held by any of the above groups can be understood in terms of
the potential rewards or costs of consequences of these attitudes.
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Lesson 18
SOCIAL BASES OF ATTITUDES

Social Bases of Attitudes

Another important way in which attitudes are formed is through observation of other people's expression of
attitudes and the consequences of their attitudes. The process of learning via observation of a model's behavior is
known as social learning, and the means by which we are influenced by the consequences of the model's behavior
is known as vicarions conditioning (Bandura, 1974). Thus, if an individual observes another person expressing a
particular attitude, and also observes that the attitude led to favorable consequences, then the individual will
imitate the model's behavior in anticipation of incurring the same favorable consequences. For example, if a pet-
son who works for an oil company observes a co-worker express opposition to a windfall profits tax, and the co-
worker is praised by the boss, then the individual is likely to imitate this opposition in anticipation of also gaining
the boss's approval.

Another way in which social influences can impact attitudes is through the dynamics of interpersonal processes.
Put simply, if my friends have pro-environmental attitudes, and I enjoy my friends' company, then I am likely to
adopt similar attitudes. Manzo & Weinstein (1987) studied differences in active and nonactive members of the
Sierra Club and reported significant differences in commitment to environmental protection as a function of
club-related friendships. Thus, friends tend mutually to reinforce attitudes toward the environment.

Attitudes and Behavior

A major assumption of research on attitude formation is that attitudes mediate behaviors which are consistent
with those attitudes. Thus, if I hold an attitude favoring energy conservation, it would be expected that this
attitude would mediate behaviors such as walking instead of driving to work, or turning my thermostat down
during the winter and up during the summer. Although this may seem like an obvious and reasonable
assumption, in recent years research has led social psychologists to question the degree to which attitudes do,
indeed, reliably predict behavior (e.g., Wicker, 1969). These studies have suggested that there is much less
consistency between measured attitudes and subsequent behaviors than had previously been assumed.

Attitude-Behavior Consistency

The major principle of consistency theories of attitude-behavior relationships (see Festinger, 1957) is that people
strive to maintain logical consistency between cognitions about their attitudes and cognitions about relevant
behaviors in which they engage. Thus, if a person has the opinion that air pollution should be brought under
control, a logically consistent behavior would be to vote for measures requiring utility companies to install
pollution-control equipment in energy plants. However, if this person knows that he or she voted against such a
measure, the perceived attitude-behavior inconsistency would create a state of cognitive discomfort, which
would motivate the individual to attempt to restore consistency. This would be accomplished either by changing
the attitude (e.g., deciding that pollution control is not as important as controlling the costs of energy
production), or by changing the behavior (e.g., by voting in favor of the next such measure). More will be said
about attitude/behavior change in Chapter 15, but for now the main point is that consistency theories imply that
attitudes should reliably predict relevant behaviors that would be consistent with those attitudes.

The fact that the research mentioned above suggests that there is frequently a lack of consistency between
attitudes and behavior might seem to raise a considerable theoretical problem, as well as the practical question of
whether there is any value in attempting to predict behavior from attitudes at all. Fortunately, Ajzen & Fishbein
(1977) have developed a theory of attitude-behavior relationships that helps to clarify when this relationship will
or will not hold. Ajzen & Fishbein propose that attitudes can, at best, yield good predictions of classes of
behaviors, but are not necessarily predictive of specific behaviors. For example, energy conservation is a class of
behaviors consisting of a variety of different specific actions, such as walking rather than driving, turning down
the thermostat, switching off lights when leaving a room, using energy-efficient appliances, etc. If we measured a
person's overall attitude toward energy conservation, we might find that a favorable attitude toward this issue
may predict all, many, or perhaps only a few of the specific behaviors in this class. However, Ajzen & Fishbein
have shown that a behavioral index consisting of a combined score of measurements of all individual behaviors
can, indeed, be accurately predicted from the overall attitude. Evidence supporting this assertion was provided in
a study by Gill, Crosby, & Taylor (1986), in which consumer behavior on container deposit (bottle) bills in
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California and Colorado demonstrated that "ecological concern," measured as a global attitude, was mediated by
more specific attitudinal, normative, and behavioral intention variables.

The Reasoned Action Model
Another clarification of attitude-behavior relationships is suggested by Ajzen and Fishbein's Reasoned Action
Model of attitudes and behaviors (see Figure 4-8). They argue that decisions to engage in particular behaviors are
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made by the individual reasoning about the potential outcome of the behavior (i.e., judgments of how good/bad
and likely/unlikely the outcome would be, called the bebavioral attitude) and thoughts about social pressure to
engage in the behavior (i.e., judgments about whether others think we should/should not engage in the behavior
and our motivation to comply with their expectations, called the subjective norm). The behavioral attitude and
subjective norm combine to determine the nfention to perform the behavior or to avoid the behavior. Thus, an
important implication of this model is that atti tudes are too far removed from the actual behavior to provide
reliable prediction. That is, attitudes affect behavior indirectly via intentions and jointly with the subjective norm.
This model has been recently applied to understanding the relationships among beliefs, attitudes, and behavioral
intentions toward nuclear energy vs. coal in the production of electricity (Verplanken, 1989).

Attitude-behavior inconsistency would actually be predicted by this model if the behavioral attitude and
subjective norm were in conflict, and if the subjective norm were stronger than the behavioral attitude. Thus, 1
may negatively evaluate the outcome of turning my thermostat down during the winter months (i.e., it will make
me cold), but I may intend to do it anyway if people who are important to me pressure me to do it (and if I am
more concerned about living up to their expectations than I am about my personal comfort). In this case, a
measure of my intention to turn my thermostat down would have accurately predicted my behavior, whereas a
measure of my attitude would have led to an erroneous prediction.

We have seen in this section that attitudes are not always predictive of specific behaviors, but if appropriate
measures are taken, attitudes can be shown to be at least indirectly related to behavior. Also, attitudes and
behaviors may in some instances be consistent with one another, but this is not necessarily always the case. Thus,
the question should not be whether or not attitudes reliably predict behavior, but, rather, under what conditions
attitudes will be consistent with behaviors. For example, attitudes that are salient in the person's cognitive struc-
tures, that are strongly held, and that are stable over time generally are very predictive of behaviors, whereas
attitudes low in salience, strength, and stability are poor predictors of behavior. Finally, it was also pointed out
that attitudes can predict general classes of behaviors, but may not be very predictive of individual actions within
a behavioral category.
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Lesson 19
IMPACT OF ENVIRONMENT ON PERSONALITY

*  Personality Development and Individual Differences
*  Personality
*  Personality development - relationship between human behavior and environment
*  Personality Research — Theoretical Perspectives
» Traits Theory Perspective
» Interactionist Perspective
*  Murray’s Theory of Personality
*  Mischel’s Contention
* Interactionist Perspective
*  Metron’s Notion of Self Fulfilling Prophecy
»  Environmental Changes and Stress
*  Stress: Theoretical Perspectives
*  Physiology of Stress
*  Researching Stress: The Environmental Context
*  Moderators of the Stress Response
* Role of Stress in Understanding Organism-Environment Relationship

Personality can be defined as a dynamic and organized set of characteristics possessed by a person that uniquely
influences his or her cognitions, motivations, and behaviors in vatious situations . The word "personality"
originates from the Latin persona, which means mask. Significantly, in the theatre of the ancient Latin-speaking
world, the mask was not used as a plot device to disguise the identity of a character, but rather was a convention
employed to represent or #pzfy that character.

Two questions are of great importance to personality psychologists:

1. Individual Differences
When several people encounter the same situation, why don’t they all react alike?

2. Environmental impact
What is the relationship between human behavior and environment?

The pioneering American psychologist, Gordon Allport (1937) described two major ways to study personality,
the nomothetic and the idiographic. Nomothetic psychology seeks general laws that can be applied to many different
people, such as the principle of self-actualization, or the trait of extraversion. Idiographic psychology is an attempt to
understand the unique aspects of a particular individual.

The study of personality has a rich and varied history in psychology, with an abundance of theoretical traditions.
The major theories include dispositional (trait) perspective, psychodynamic, humanistic, biological, behaviorist
and social learning perspective. There is no consensus on the definition of "personality" in psychology. Most
researchers and psychologists do not explicitly identify themselves with a certain perspective and often taken an
eclectic approach. Some research is empirically driven such as the "Big 5" personality model whereas other
research emphasizes theory development such as psychodynamics. There is also a substantial emphasis on the
applied field of personality testing.

Philosophical Assumptions

Many of the ideas developed by historical and modern personality theorists stem from the basic philosophical
assumptions they hold. The study of personality is not a purely empirical discipline, as it brings in elements of art,
science, and philosophy to draw general conclusions. The following five categories are some of the most
fundamental philosophical assumptions on which theorists disagree:
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1. Freedom versus Determinism

This is the debate over whether we have control over our own behavior and understand the motives behind it
(Freedom), or if our behavior is causally determined by forces beyond our control (Determinism). Determinism
has been considered unconscious, environmental, or biological by various theories.

2. Heredity versus Environment

Personality is thought to be determined largely by either genetics and heredity, by environment and expetiences,
or by some combination of the two. There is evidence for all possibilities. Contemporary research suggests that
most personality traits are based on the joint influence of genetics and environment.

3. Uniqueness versus Universality

The argument over whether we are all unique individuals (Uniqueness) or if humans are basically similar in their
nature (Universality). Gordon Allport, Abraham Maslow, and Catl Rogers were all advocates of the uniqueness
of individuals. Behaviorists and cognitive theorists, in contrast, emphasized the importance of universal
principles such as reinforcement and self-efficacy.

4. Active versus Reactive

Do we primarily act through our own initiative (Active), or react to outside stimuli (Reactive)? Behavioral
theorists typically believe that humans are passively shaped by their environments, whereas humanistic and
cognitive theorists believe that humans are more active.

5. Optimistic VS Pessimistic

Personality theories differ on whether people can change their personalities (Optimism), or if they are doomed to
remain the same throughout their lives (Pessimism). Theories that place a great deal of emphasis on learning are
often, but not always, more optimistic than theories that do not emphasize learning,

Personality theories

Critics of personality theoty claim personality is "plastic" across time, places, moods, and situations. Changes in
personality may indeed result from diet (or lack thereof), medical effects, significant events, or learning.
However, most personality theories emphasize stability over fluctuation.

Trait theories

According to the Diagnostic and Statistical Manual of the American Psychiatric Association, personality traits are
"enduring patterns of perceiving, relating to, and thinking about the environment and oneself that are exhibited
in a wide range of social and personal contexts." Theorists generally assume a) traits are relatively stable over
time, b) traits differ among individuals (e.g. some people are outgoing while others are reserved), and c) traits
influence behavior.

The most common models of traits incorporate three to five broad dimensions or factors. The least controversial
dimension, observed as far back as the ancient Greeks, is simply extraversion vs. introversion (outgoing and
physical-stimulation-oriented vs. quiet and physical-stimulation-averse).

*  Gordon Allport delineated different kinds of traits, which he also called dispositions. Central traits are
basic to an individual's personality, while secondary traits are more petipheral. Common traits are those
recognized within a culture and thus may vary from culture to culture. Cardinal traits are those by which
an individual may be strongly recognized.

* Raymond Cattell's research propagated a two-tiered personality structure with sixteen "primary
factors" (16 Personality Factors) and five "secondary factors."

* Hans Eysenck believed just three traits—extraversion, neuroticism and psychoticism—were sufficient
to describe human personality. Differences between Cattell and Eysenck emerged due to preferences for
different forms of factor analysis, with Cattell using oblique, Eysenck orthogonal, rotation to analyse the
factors that emerged when personality questionnaires were subjected to statistical analysis. Today, the
Big Five factors have the weight of a considerable amount of empirical research behind them, building
on the work of Cattell and others.

*  Lewis Goldberg proposed a five-dimension petsonality model, nicknamed the "Big Five":

1. Openness to Experience: the tendency to be imaginative, independent, and interested in variety vs.
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practical, conforming, and interested in routine.

2. Conscientiousness: the tendency to be organized, careful, and disciplined vs. disorganized, careless,
and impulsive.

3. Extraversion: the tendency to be sociable, fun-loving, and affectionate vs. retiring, somber, and
reserved.

4. Agreeableness: the tendency to be softhearted, trusting, and helpful vs. ruthless, suspicious, and
uncooperative.

5. Neuroticism: the tendency to be calm, secure, and self-satisfied vs. anxious, insecure, and self-pitying

The Big Five contain important dimensions of personality. However, some personality researchers argue that this
list of major traits is not exhaustive. Some support has been found for two additional factors: excellent/ordinary
and evil/decent. However, no definitive conclusions have been established.

* John L. Holland's RLASEC vocational model, commonly referred to as the Holland Codes, stipulates
that six personality traits lead people to choose their career paths. In this circumplex model, the six types
are represented as a hexagon, with adjacent types more closely related than those more distant. The
model is widely used in vocational counseling.

Trait models have been criticized as being purely descriptive and offering little explanation of the underlying
causes of personality. Eysenck's theory, however, does propose biological mechanisms as driving traits, and
modern behavior genetics researchers have shown a clear genetic substrate to them. Another potential weakness
of trait theories is that they lead people to accept oversimplified classifications, or worse offer advice, based on a
superficial analysis of their personality. Finally, trait models often underestimate the effect of specific situations
on people's behavior. It is important to remember that traits are statistical generalizations that do not always
cotrespond to an individual's behavior.
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Lesson 20

MURRAY’S THEORY OF PERSONALITY DEVELOPMENT AND INTERACTIONIST
PERSPECTIVE

In this section we shall explore important standpoints of the Interactionist perspective in psychology. Following
have been the important standpoints in the Interactionists’ perspective on personality:

Henry Murray and Psychogenic Needs

American psychologist Henry Murray (1893-1988) developed a theory of personality that was organized in terms
of motives, presses, and needs. Mutray described a needs as a, "potentiality or readiness to respond in a certain
way under certain given circumstances" (1938)

Theories of personality based upon needs and motives suggest that our personalities ate a reflection of behaviors
controlled by needs. While some needs are temporary and changing, other needs are more deeply seated in our
nature. According to Murray, these psychogenic needs function mostly on the unconscious level, but play a
major role in our personality.

Murray's Types of Needs
Murray identified needs as one of two types:
1. Primary Needs Primary needs are based upon biological demands, such as the need for oxygen, food,
and water.
2. Secondary Needs Secondary needs are generally psychological, such as the need for nurturing,
independence, and achievement.
List of Psychogenic Needs
The following is a partial list of 24 needs identified by Murray and his colleagues. According to Murray, all people
have these needs, but each individual tends to have a certain level of each need.
1. Ambition Needs
* Achievement: Success, accomplishment, and overcoming obstacles.
»  Exhibition: Shocking or thrilling other people.
* Recognition: Displaying achievements and gaining social status.
2. Materialistic Needs
* Acquisition: Obtaining things.
*  Construction: Creating things.
*  Otrder: Making things neat and organized.
*  Retention: Keeping things.
3. Power Needs
» Abasement: Confessing and apologizing.
* Autonomy: Independence and resistance.
* Aggression: Attacking or ridiculing others.
* Blame Avoidance: Following the rules and avoiding blame.
* Deference: Obeying and cooperating with others.
*  Dominance: Controlling others.
4. Affection Needs
» Affiliation: Spending time with other people.
* Nurturance: Taking care of another person.
*  Play: Having fun with others.
*  Rejection: Rejecting other people.
*  Succorance: Being helped or protected by others.
5. Information Needs
» Cognizance: Seeking knowledge and asking questions.
»  Exposition: Education others.
Influences on Psychogenic Needs
Each need is important in and of itself, but Murray also believed that needs can be interrelated, can support
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other needs, and can conflict with other needs. For example, the need for dominance may conflict with the need
for affiliation when overly controlling behavior drives away friends, family, and romantic partners. Murray also
believed that environmental factors play a role in how these psychogenic needs are displayed in behavior. Murray
called these environmental forces "presses."

Research on Psychogenic Needs

Other psychologists have subjected Murray's psychogenic needs to considerable research. For example, research
on the need for achievement has revealed that people with a high need for achievement tend to select more
challenging tasks. Studies on the need for affiliation have found that people who rate high on affiliation needs
tend to have larger social groups, spend more time in social interaction, and more likely to suffer loneliness when
faced with little social contact.

Interactionist Perspective
* Is people's behavior best explained by the citcumstances and situation they find themselves in, or by
their personality, which guides behavior no matter what the situtation is?
* Does the personality of an individual transcend the immediate situation and moment to provide a
consistent guide to his or her actions or is what a person does completely dependent upon the situation
he or she is in at the time?

For example, if you were placed on the sport field or in militiary combat, you would probably behave more
aggressively than normal. In fact, even quite passive and submissive people become aggressive given sufficient
provocation. This suggests that behavior may be explained by understanding not only the personality, but how
also how we react to the environment and circumstances. We term this emphasis on the role of situation
circumstances, a "situational" view of personality.

The dispositional approach to personality, by definition, tries to identify those psychological characteristics which
remain relatively stable for a person over time and across situations. This may have blinded personality theorists
and researchers to the role that changing situational circumstances plays.

The question provoked by the situation vs. person debate is to what extent to which behavior can be predicted
by personality vs. the extent to which behavior arises from the dynamics of the situation and to what extent from
the inherent characteristics of the person themselves.

The person vs. situation debate has been hotly contested topic since the late 1960's. Perhaps not suprisingly, the
answer is that behavior is best understood and both situation and person. Thus, as with the nature versus
nurture debate, we may be better off studying the interaction more closely, to better understand the phenonmena
of human behavior and experience.

Mischel (1968) sparks personality vs. situation debate

In 1968, Walter Mischel challenged the assumption that personality determined behavior, and instead claimed
that people's behavior from situation to situation was variable and depended on the situational circumstances. In
other words, the "situation" view is that behavior depends on the situation itself, whereas the personality view is
that behavior depends on long-held characteristic personality styles and is consistently displayed no matter the
situation.

Mischel reviewed the research literature and concluded that the correlation between personality and behavior was
.20 to .40 - overall .30, which is small. This was used to argue that since there was only a small correlation
between personality and behavior, then the role of personality was not all that important and the variability of
behavior must be due to the situational demands (and to error).

Another prominent situationist, Richard Nisbett (1980, cited in Funder, 2001) revised the personality-behaviour
correlation upwards to .40, but this is still a small relationship. If you use the common squared correlation
method there is an upper limit of only 16% ie. only 16% of a person’s behaviour can be explained by
personality. Using the Binomial effect size it’s 20%, so the implication is that personality doesn't explain much of
behavior.

However, those on the side of personality argue that:
*  The low personality-behavior correlations do not prove value of situational variables (the cause may be
an unmeasured personality variable; i.e. stronger proof would be a high correlation between situational
variable and behaviour).
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* the real relationship between personality and behavior is higher than .40; ie., .4 is a lower-bound
estimate due to error in research instruments, etc.,

* 40 is not small; this can be translated (using effect sizes) to saying that knowing someone's personality
characteristics allows prediction of behavior about 70% of the time (assuming we could predict behavior
50% of the time by chance) (Funder, 2001)

+ that personality is a strong predictor of behavior across all situations (i.e., of someone's overall trends),
but is not a strong predictor of an individual's behavior at a specific time in a specific situation; e.g.,
personality more accurately predicts how happy you will be over the next year than it will predict how
happy you are today

* people choose their situations, and these choices reflect personality; e.g., an introvert may choose to
work in a library

» there are no other psychological variables which predict behavior more strongly that personality traits; so
even though the correlations may seem low, personality traits are still the most useful psychological tools

*  Personality research has improved considerably since the research reviewed by Mischel; this helped
Nisbett to upwardly revise the relationship to .40. That was over 20 years ago, and quite possibly the
figure could be revised upwards further based on more recent research; however this view can be
contrasted by the publication bias in research journals towards results which show significant
relationships!

Interactionism: The interactionist perspective on the situation vs. person debate

Traits and Situations interact to influence behaviour - how else could it be?. Its like the genetics vs. environment
issue, one cannot exist without the other). So, the trait and situationist perspectives are too simplistic: reality is
more complex. In reality, different situations affect different people in different ways. Some situations allow
expression of personality, other situations provoke a narrower range of behaviour. Thus,

Behaviour = personality x interpretation of the situation
It is vital to appreciate that there are individual differences in the personality-situation relationship. High self-
monitors display less consistency across situations in their behaviour because they try to adapt more to the
situation. Low self-monitors display more consistency in their behavior across situations because they less to
adapt to situations.

Research (Kenrid et al, 1990) has shown that a trait will show up only in a situation where it is relevant. So
anxiety may show up as a predictor of behavior some situations, and not others. Also, some situations allow
expression of personality, others provoke narrower range of behaviour.
In summary:
*  Some individuals show more consistent behavior
* Traits may only emerge in some situations; traits do not have a constant influence on behavior, their
influence waxes and wanes
* Some situations allow expression of personal, whilst others provoke a narrow range of behavior (e.g.,
situation is strongly predictive of behavior of people hostage during a hijacking of a plane, whereas
personality is strongly predictive of behavior during an exploratory art therapy session)
*  People display their traits by all that they do, including choice of situations, e.g., choice of career, choice
of relationship, choice of lifestyle, etc.

In conclusion, the person-situation debate has lead to more dynamic approach to understanding how personality
traits and situations interact to produce a person’s behaviout.

Behavior Contingency Units

Behavior Contingency Units are the close association between a person’s behavior and the stimulus or cue
properties of the setting in which it occurs. Substantial proportion of behavioral variance is accounted for by
situational variables.

Bowers, Bem and Allen’s Viewpoint
Situations are as much a product of the person as the person’s behavior is function of the situation. The
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individual’s capacity to shape the environment is evidenced quite clearly through behavioral processes such as
art, architecture and community planning Cognitive processes also play significant role in structuring the
environment.

Metron’s Self Fulfilling Prophecy
Self Fulfilling Prophecy is a person’s expectations about other people that lead him to act in a way that brings out
the traits that he expects them to have.

This is where interactionsit view of the environment and behavior assumes a dynamic interchange between man
and the environment in which people affect, and are affected by their settings.
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Lesson 21
ENVIRONMENTAL CHANGES AND STRESS

Humans are incredibly adaptable; when not satisfied with their lot, they have the intelligence and ingenuity to
create new things, to adapt to what is available, and even to adjust or alter their living environment to make it
more congenial. But this flexibility is daily being challenged.

Forces from within the species (e.g., violent crimes, war, acts of terrorism, and genocide), widespread natural
catastrophes (e.g., famines, floods, droughts, earthquakes, and volcanic eruptions), and ever-increasing and
dangerous technological developments (e.g., faster automobiles, increasing numbers of aircraft attempting to
occupy the same air corridors, escalating numbers of chemicals, and the proliferation of nuclear devices) are
coalescing to test the limits of human adaptability. Additionally, interpersonal forces demanding more material
goods and greater and more efficient provision of services are increasingly straining limited physical and human
resources.

In the process of developing technology and modifying the environment to make it serve the goals of comfort
and luxury, a world has been created that is itself potentially lethal. Air, water, and noise pollution, accelerating
energy consumption, pressures toward excessive work and an increased tempo of life are but a few
manifestations of these forces.

Thus, over and over again in the course of daily living, we witness threats to human adaptability, feel pressure for
increased ingenuity to provide protection from external forces, and struggle to reconcile material possessions
with individual desires. The operation of these forces is inextricably tied to what has commonly come to be
labeled stress.

But what exactly is stress?

Personal accounts of stress, scales for measuring it, instructions for coping with it, and personality tests to see
how well one can endure it have found their way into print and are supplemented by TV and radio accounts
featuring self-proclaimed "experts" in its early detection and management. Hardly a week goes by when we are
not reminded by some talk show host and "enlightened guest” that we are living in a stressful world. Often we
are told that if we would only follow the exercise program, the dietetic regime, or the religious practices of the
"guest of the day" our stress would dissipate and we could live normal, happy lives.

Although these claims have dubious value, a potentially robust way to understand the interrelationships between
environment and behavior might be to consider the role of stress on human functioning. In this regard, the
concept of stress has been helpful in specifying environmental characteristics that interfere with human
functioning, that create physiological or psychological discomfort, and that lead to ill health (Evans & Cohen,
1987).

Defining Stress: Theoretical Perspectives

Stress has been defined as a state that occurs when people are faced with demands from the environment that
require them to change in some way. Most researchers agree with this definition. What they do not agree on is
whether stress is the demand itself or the person's response to that demand.

Response Based Definition of Stress

Some theorists have argued for a response-based definition of the term. Stress, they argue, should be defined in
terms of some change from base rate in the number or intensity of some specified response. Response
candidates have included psychophysiological measures like galvanic skin response, heart rate, blood pressure,
and such corresponding psychological manifestations as anxiety, loss of individual control, and lowered self-
esteem. In this sense stress can be defined in terms of "blood pressure above some threshold," or "change in
heart rate greater than some specified minimum," or "anxiety scores exceeding some predetermined cut-off."

Objections to Response Based Definition
A major problem with this approach is that these same responses occur as a result of very different stimuli (e.g.,
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heart rate may increase as a result of physical exercise, viewing a horror movie, riding a roller coaster, or waiting
for a blind date). Likewise the psychological manifestations of anxiety, loss of felt control, and lowered self-
esteem have myriad antecedents. But, while the immediate responses may be similar, the enduring effects
resulting from these various sources are likely to be highly variable (e.g., the anxiety felt as a result of going on a
blind date is not likely to have the same long-term repercussions as the anxiety resulting from impending layoffs
at one's place of employment).

A definition of stress featuring only the "immediate" response component of the stimulus-organism-response system
will, therefore, inevitably prove inadequate.

Stimulus-Based Definitions of Stress

Other theorists have argued for a stimulus-based definition of stress. They argue for taxonomy of environmental
events based on their covariation with systemic, psychological, and/or social disturbance, and include such
events as noise, air, and water pollution, population density, odors, loss of loved ones, and changes in life style.
The emphasis here is on environmental events that impact on any of several response systems either immediately
or as a result of prolonged exposure.

A stressful environment, for example, is one where noise level exceeds some specified decibel (dB) level, or
where the carbon dioxide concentration equals or exceeds some agreed-upon value, or where environmental
occupants exceed some number.

Problems with Stimulus Based Definition

It can be seen that a major problem with this view is that any stimulus may or may not be disturbing (stressful)
depending on the personality of the individuals involved, the situation in which the event occurs, other
competing behaviors, and the rewards and costs involved in dealing with the event. For example, a loud stereo
can be enjoyable at a party, but very disturbing (stressful) if you are preparing for final exams; likewise, both high
population density and isolation can be stressful or enjoyable depending on the amount of contact desired. Thus,
it can be seen that nomothetic approaches to defining stress only in terms of the stressor also run into difficulty.
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Lesson 22
STRESS AS CAUSE AND EFFECT

It is possible to think of stress as both something that is happening to a person and the person's response to
what's happening. It involves environmental and psychological events, the interpretation of these events, and
behavioral as well as physiological responding. Noisy environments, for example, may be related to physiological,
psychological, and behavioral changes in those exposed to the noise. These responses, in turn, may change the
nature and interpretation of the noise itself (i.e., noise changes neural activity in the reticular activating system,
which subsequently changes the organism's perception of the noise; this altered perception, in turn, influences
reticular activating system activity, and so on). Stress, therefore, is neither the stimulus nor the response; it is a
process involving both, and, as a process, it influences the ways in which environmental events are attended to,
interpreted, responded to, and changed. It is also the process within which the responder also is likely to be
changed.

While the specification of just what stress is has yet to be fully articulated, it is clear that such a thing actually
exists, and it appears to involve physiological, psychological, and behavioral responding. It is also clear that at
times it may even play a broader role by affecting human social systems. Confronted by environmental events
which pose threat, challenge or danger, organisms respond physiologically, psychologically, and behaviorally.
These responses not only are helpful in meeting the demands of the changing environment, but may even alter
that environment, making it more benign (not always without cost to the organism). Monat and Lazarus (1977)
have defined stress as any event in which environmental demands and/or internal demands (physiological or
psychological) tax or exceed the adaptive resources of the individual, his or her tissue system, or the social system
of which one is a part. (cf. Cohen, Evans, Stokols, & Krantz, 1986; Singer, 1980). Within this definition, change
becomes stressful only when it strains the coping capacities of the entire organism/environment system to adapt
to the change. This definition encompasses aspects of both the stimulus and the response, and includes the
organism as an active participant in the process. It is therefore consistent with definitions utilized by most
current researchers and is the one that will be used when referring to stress throughout the remainder of this
text.

It is very important to understand the role of perception in understanding the relationship of organism to
environment. Most of the time the environment is perceived as falling within the organism's "window of
adaptability" and therefore the influence of the environment can be characterized as steady-state. The above
definition of stress presupposes that this is not always the case, that states of disequilibrium can occur, and that
sometimes this disequilibrium "taxes or exceeds the adaptive resources" of the entire organism/environment
system. Fundamental to dealing with this state of affairs is the ability to evaluate the environment in terms of the
demands that are being made, and to assess the self with respect to the resources available to deal with these
demands. This process is known as appraisal and will be turned to next.

Appraisal

One's perception of the environment as well as one's attitudes toward the source of stress will mediate the
individual's response to it. If we believe that a stres-sor will cause us no permanent harm, our response will likely
be less extreme than if it carries the threat of lasting harm. Also, if our attitudes are strongly in favor of
something that is potentially harmful, we may appraise the threats as less alarming. Individuals who believe that
nearby airports are an economic asset to the community are less concerned with the noise generated by planes
taking off and landing than are people who do not perceive such benefits. There are three basic types of
assessments made with regard to potential stressors. We can assess the environmental event as posing a challenge
or constituting a threat, or we can assess it in terms of the damage it has already done. While we have separated
these appraisals for the sake of exposition, it is likely that all three take place in response to most environmental
Stressors.

Harm or loss assessments typically involve analysis of damage that has already been done. The properties of a
sudden event such as a tornado may predispose people toward such appraisal because damage is done very
quickly and people are more concerned with the immediate consequences than the possibility of more.
Bereavement is also likely to reflect a harm-loss evaluation in the wake of the loss of a loved one, although when
a loved one has been chronically ill for an extended period of time, bereavement may also occur in anticipation
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of loss. In addition to the actual loss of a loved one, we may be concerned with demands that will occur after
death. Concern over these types of demands can be interpreted as challenges or as threats, that is, "Let's get on
with life," or, "How will I get on with life?"

Threat appraisals are concerned with future dangers. If a tornado is sighted, it may initially be appraised as a
threat and subsequently be appraised as something else. The stress of moving away to college, of learning to live
with a roommate, and similar events is largely anticipatory as a student prepares to start school. Likewise, waiting
to take an exam may be more stressful than taking it or even failing it. The ability to foresee problems and
anticipate difficulties allows us to solve them or prevent their occurrence. At the same time, though, it may lead
to the perception of threat and, thus, anticipatory stress.

Challenge appraisals focus not on the harm or potential harm of the event, but on the possibility of
overcoming the stressor. Some stressors may be beyond our ability to cope, but we all have a range of events
with which we are confident of our ability to cope successfully. Stressors that are evaluated as challenges fall
within this hypothetical range. The event may be seen as potentially harmful, but we feel that we can prevent the
harm from occurring. A person may have just lost his or her job because of a plant relocation. This stress can be
seen as threatening (how are we going to make ends meet; how will we surviver) or as challenging (what else can
I do to make a living; how can I make the best of a bad situation?). The magnitude of the stressor, our estimates
of our coping resources, and our styles of coping with problems all determine whether an event is seen as
challenging or threatening. Among the primary psychological variables that affect these appraisals are our
attitudes toward the source of stress. These attitudes may act to moderate or intensify our reactions to stressofrs.
In summary, if we perceive our immediate environment as challenging or threatening to equilibrium and, if the
perceived demands of that environment tax or exceed our ability to satisfy or alter those demands, then stress
occurs. Coping behaviors are selected to relieve that stress, and secondary appraisals are made to determine the
efficacy of those selections. Before looking at the characteristics of environments and the predispositions of
organisms that lead to stress, a brief description of the physiological and psychological processes involved is
necessary. It is to these systems that we turn next.

PHYSIOLOGY OF STRESS

Although the causes of stress are many and varied and can be either pleasant (e.g., a passionate kiss) or
unpleasant (e.g., an electric shock), they all demand adaptation. This adaptation invariably involves the activities
of various hormones and numerous biological systems including the hypothalamus, cerebral cortex, reticular
formation, limbic system, and autonomic nervous system. Regardless of its ultimate expression, the stress
response is initially activated by alerting the organism to environmental change and readying it for action. This
process is generally labelled arousal.

Arousal

In the core of the hindbrain and extending upward to the midbrain and fore-brain is a network of neurons
known as the reticular formation. This network of nerve fibers, with cell bodies in the intetior of the brain stem
and axons projecting throughout the higher brain center, is referred to as the reticular activating system (RAS).
The basic functions of these neural branches are twofold. First, they screen information on its way to the higher
centers in the brain, blocking irrelevant information and allowing relevant information to pass upward where it
can be processed and acted upon. Second, the RAS has the job of alrting the cerebral cortex. According to Beck
(1983) the reticular system works "something like a fire alarm that gets people into action but does not really say
where the fire is". Through this system the organism is made vigilant and aware of what is happening in the
environment, and is made ready for action. Included in this readiness ate "increased metabolism of
carbohydrates to produce more glucose and the release of fatty acids for greater energy, higher heart rate and
oxygen consumption, constriction of blood flow to peripheral areas of the body with greater supply to the
skeletal muscles, kidneys and brain" (Evans & Cohen, 1987; p. 576). This increased readiness, coupled with
appropriate information about bodily needs and environmental demands, plays an important role in determining
the ultimate expression of behavior.

The capacity of sensory stimulation to guide behavior is poor, however, when arousal is either very high or very
low. With very low arousal, the sensory message does not get through; with very high arousal it is likely that too
many messages get through and prevent the organism from responding selectively to appropriate stimuli. The
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latter presumably is what happens when people "lose their heads" in an emergency and to soldiers who panic
under enemy fire. Thus, an intermediate level of arousal produces optimal functioning. What constitutes low,
high, and intermediate arousal, however, varies as a function of a number of constitutional and psychological
characteristics. For some people a ride on a double-loop roller coaster is not all that arousing, whereas for others
the merry-go-round provides more than enough arousal.

When the RAS is damaged the organism becomes comatose and is unresponsive to stimulation. Additionally,
drugs such as amphetamines increase RAS activity, whereas barbiturates depress it. Thus, arousal is partially
neuro-chemical, and partially subjectively determined. What is becoming increasingly clear is that arousal is
related to stress and is the mechanism by which the organism is alerted to changes in bodily needs and
environmental demands. Ultimately, if one is to understand the role of the external environment in influencing
human behavior, one needs to understand the arousal-producing properties of that environment. An
understanding of how that arousal gets translated into goal-directed behaviors is also required.
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Lesson 23
GENERAL ADAPTATION SYNDROME (GAS)
&
PSYCHOLOGY OF STRESS

Hans Selye (1976) has extensively studied the body's reaction during stress and has postulated that it occurs in
three major phases:

1. Alarm reaction

2. Stage of resistance

3. Stage of exhaustion.

1. Alarm Reaction

In response to any stressor, either physical or psychological, the hypothalamus is activated, mediating the
secretion of large amounts of ACTH by the pituitary. This ACTH, in turn, stimulates the adrenal cortex to
secrete increased amounts of adrenal corticoids. In general, these hormones activate the organism (as discussed
in the previous section) allowing it to deal more adequately with its environment. This phase is called the alarm
reaction.

2. Stage of Resistance

In the second stage the organism recovers from the initial stress and begins to attempt to cope with the situation,
mobilizing the body physically as well as psychologically to meet the demands of the environment. The
organism, in a sense, is resisting the demands of the situation This stage was, therefore, labelled by Selye as the
stage of resistance.

3. Stage of Exhaustion

If the organism is unsuccessful in its attempts to cope, or if the stress persists, the stage of exhanstion is reached. At
this stage the adrenal gland can no longer respond to the stress by secreting adrenal corticoids and the organism
has exhausted its ability to cope with the stressor.

Important issues for consideration in this area are: how the stress of overpopulation is related to increased
adrenal activity and to adrenal hypertrophy; how this has an inhibiting effect on gonadal functioning resulting in
a decline in reproductive fitness, and ultimately to a decline in population and population density.

Evans and Cohen (1987) suggest that chronic exposute to a variety of environmental and/or social psychological
conditions can in and of themselves be stressful, that the process of coping with them can be stressful, and that
the " energy available for dealing with these conditions is limited. Thus, like Selye, they suggest that prolonged
stress will eventually deplete the individual's adaptive resources.

Both approaches imply that stress produces a physical "wear and teat" on the system, and when coping abilities
are exhausted, the individual becomes vulnerable to a variety of physical and psychological disorders. For further
discussion and a comparison of the psychological and physiological models of stress see Baum, Singer, & Baum
(1981), Cohen, Evans, Stokols, & Krantz (19806), and Evans & Cohen (1987).

PSYCHOLOGY OF STRESS

There is growing awareness of the importance of psychological factors (i.e., cognitive and emotional processes)
in response to the environment. Additionally, such factors as beliefs, attitudes, and perceptual sets may,
themselves, act as .: threats For these reasons, researchers concerned with understanding stress are increasingly
considering the impact of psychological variables and are incorporating them into stress theories as both
mediators of physical stressors and as stressors in their own right (Frankenhaeuser, 1978; Kasl & Cobb, 1970;
Lazarus, 19606).

Primary Appraisal: The Perception of Threat

Acknowledging the role of cognitive processes in stress suggests one reason for our susceptibility to it. We not
only respond to dangers or threats that have materialized, but are influenced by our anticipation of them and by
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symbols of dangers experienced previously (Wolfe & Goodell, 1968). Thus, a situation in which stress has been
experienced (e.g., a dentist's office) may be symbolic of danger to us and we may experience stress in anticipation
of danger when we are there (e.g., we may have increased blood pressure or perspiration simply while waiting for
a friend at the dentist's office). Similarly, an event that has never occurred or may never occur may elicit stress.
Living near a nuclear power plant or a toxic waste disposal site may engender stress in residents independent of
whether either has ever precipitated imminent danger. In a study of the decontamination procedures at Three
Mile Island, for example, stress levels were higher just before radioactive gases were released into the atmosphere
than while the releases were actually occurring (Baum et al., 1980). Additionally, Veitch and colleagues (Stang &
Veitch, 1985; Veitch, Stang, & Conley, 1985) have shown that merely living near a chemical waste disposal site
can lead to levels of chronic stress nearing those that are experienced by individuals in the aftermath of actual
technological and natural disasters.

Studies of anticipated crowding suggest that individuals experience stress when expecting to be crowded even if
the crowding never actually materializes (Baum & Greenberg, 1975). Furthermore, Spacapan and Cohen (1983)
have shown that subjects expecting to experience a cold stresssor exhibit as strong a stress response as subjects
actually exposed to it. Psychological perspectives on stress, therefore, emphasize the role of interpretation or
appraisal of potential stressors. When an event threatens harm or loss, or when internal demands challenge or
surpass one's ability to adapt to them, the event or its demands are likely to result in an interpretation of stress.

Appraisal of potential stressors depend on a number of factors including attitudes toward the source of noxious
stimulation, prior experience with it, knowledge of how to cope with it or knowledge of its consequences, and
evaluation of its apparent costs. 1f, for example, residents of Onaga, Kansas, hear on the radio that a tornado
watch has been issued for their area, the appraisal of this news will depend on their attitudes toward tornadoes,
previous experience with them, the preparations they have made to cope with them, and the likely magnitude of
the costs to be incurred should they actually be hit by one. When exposed to potentially stressful situations or
events, we appraise the setting or the event and make judgments about how threatening it is.

After a situation is judged to be threatening and stressful (i.e., the environment possesses the possibility of
potential loss, of danger, or merely represents a challenge), secondary appraisals are made. No longer concerned
with assessment of danger, attention is turned to the dangers or benefits of different modes of coping with these
threats. In a sense this is the psychological equivalent to the physiological "resistance stage" of the GAS. Later in
this chapter we will look at specific moderators of the stress response.

Secondary Appraisal: Selecting Coping Behaviors and Evaluating Their Effectiveness

The perception of danger motivates a search for coping responses that will reduce this threat. Thus, one's
response to a situation will depend on two kinds of appraisal. First, an interpretation of the situation and a
consideration of its potential threat is made (i.e., primary appraisal); second, response choices to ameliorate the
situation are considered (i.e., secondary appraisal).

By weighing the costs and benefits of these choices, a coping strategy is selected. Coping involves both action-
oriented and intrapsychic efforts to manage environmental and internal demands, and conflicts among them,
which tax or exceed a person's resources—that is, the individual masters, tolerates, or reduces the effects of
environmental and internal demands. These actions are the end product of secondary appraisal, and if they are
successful they bring the organism back into equilibrium with its environment.

An individual exposed to a stressor attempts to "prevent, avoid or con trol emotional stress" (Peatlin & Schooler,
1978, p. 3). This is indeed what coping is. It is a response to environmental or internal demands. Before such a
response can be made, the individual must determine the resources available for making such a response,
including social variables (i.e., the interpersonal network of which the individual is a part, including friends,
relatives, fellow workers, neighbors, etc.), psychological resources (i.e., the personality characteristics that people
draw upon to help them withstand the stressor), and constitutional resources (i.e., genetic strengths and
vulnerabilities, state of health, etc.). Having assessed one's resoutces, a coping response is chosen, catried out,
and its success evaluated.
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Lesson 24
RESEARCHING STRESS: THE ENVIRONMENTAL CONTEXT

Organisms, including humans, undergo stress in the context of the greater environment of which they are a part.
At any given moment the environment/ organism system can be in a state of equilibrium on some dimensions,
but in disequilibrium with respect to others. It is therefore important to be able to identify potential sources of
stress and to determine the levels of those sources likely to lead to disequilibrium.

Measuring Stressors: Qualitative Differences

Knowing the source of stress is important because a number of properties unique to the stressor can shape the
appraisals made or the effects it may have. First, it is obvious that while some events are threatening to almost no
one (a cool ocean breeze, for example) and some are threatening to almost everyone affected (a tornado), most
events carry a range of potential problems, some or all of which will be appraised as stressful under some
conditions, but not stressful under other conditions (a summer thunderstorm). Second, it is equally obvious that
some sources of stress are ever-present and chronic (e.g., living near a toxic waste disposal site, or near a rail line
or freeway) while others are recurring and acute (e.g., living on a floodplain, or an earthquake fault). Third,
stressors can vary with respect to their predictability (the noise of the 3:15 a.m. freight train would be highly
predictable, but the next nuclear power plant failure would not be), and controllability (while I might be able to
control the ambient
temperature of my office by a
turn of the thermostat, I have
no control over the path taken
by a tornado).

Evans and Cohen (1987) have
compiled a typology of
stressors. Their compilation is
useful

in that it allows distinctions to
be drawn along several

FIGURE 5-3Some events are
threatening to almost everyone
affected and some  are
threatening to almost no one.

major dimensions, including
how long the stressor persists,
the magnitude of response
required by the stressor, and
the number of people affected.
Daily Hassles. The category z =L
that includes some of the most chronic environmental stressors has been labelled daz ly hassles. These are present
during most of our daily lives and include such conditions as job dissatisfaction (Frankenheuser & Gardell, 1976;
Kahn & French, 1970), neighborhood problems (Harburg, Erfrut, Chaperi, Hauenstein, Schull, & Schork, 1973),
crowding (Langer & Saegert, 1977), and noise (Glass & Singer, 1972). We have all been confronted by
automobiles that won't statt on cold mornings, buses that run late, toasters that burn bread, bosses who demand
too much in too little time, and neighbors who party too much or too late. Such is the stuff of life. These petty
annoyances constitute the daily hassles and can be stressful. Individually they tax us little, but collectively and
accumulatively they affect behavioral as well as psychological and physiological responding.
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Cataclysmic Events. A second category represents those stressors whose sudden and powerful impact is more
or less universal in eliciting a
response, and which demand a
great deal of effort for effective
coping. These stressors, labeled
cataclysmic events, were dealt with
in greater detail in Chapter 13.
Examples include war, natural
disasters, and nuclear accidents.
These events are unpredictable
and powerful and generally
affect all who are touched by
them. The accident at Three
Mile Island, the eruption of
Mount St. Helen, a plane crash,
the heat wave in the American
Southwest, the flooding in
Missouri, as well as more
common events like tornadoes,
hurricanes, and other natural
disasters, can be considered in
this category of stressors
(Baum, et al., 1980; Pennebaker & Newtson, 1983).

Major personal life events. A third group of stressors include those events powerful enough to individually
challenge our adaptive abilities. These events include illness, death, or significant loss (psychological or
economic). The label attached to this type of stressor is major personal life events. See Table 5-1 for a partial listing
of some common stressors. The distinction here is important because coping with cataclysmic events entails
sharing loss with numerous others, whereas loss sustained by the latter involves only a few people. Further,
McGrath (1970), Schacter (1959), and Cobb (1976) have identified affiliative and social comparative behavior as
a reasonable means for coping with and understanding the effects of stress; hence, the number of people
affected by the stressor may play a critical role in dealing with it. While the old adage that misery loves company
may or may not be true, it is most often true that the greater numbers of people who share in the stress of
personal life events, the easier they are to deal with.

Ambient stressors. A final class of stressors has been labeled ambient stressors and includes such environmental
background conditions as work overload, poverty, family conflicts, and air pollution. They represent the
relatively continuous, stable, and intractable conditions of the environment (Cambell, 1983).

TABLE 5-1 A Partial Listing of Some Common Stressors
Listed below are a number of events that sometimes bring change in the lives of those who experience them and
that necessitate social readjustment.

Marriage Detention in jail or comparable institution
Death of spouse Major change in sleeping habits

Death of close family member Major change in eating habits

Foreclosure on mortgage or loan Death of a close friend

Outstanding personal achievement Minor law violation

Female pregnancy wife/girlfriend pregnant New job

Changed work situation Sexual difficulties

Major change in living conditions Trouble with in-laws

Trouble with employer Major change in closeness of family

Change in residence

Major change in financial status  Major change in church activities

Gaining a new family member Being fired from job

Marital separation from mate Borrowing less than $10,000
Marital reconciliation with mate female having abortion
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Borrowing more than $10,000 Major change in social activities
Male: girlfriend having abortion Son or daughter leaving home

Major personal illness or injury separation from spouse

Divorce Breaking up with boy/girlfriend
Retirement from work Reconciliation with boy/girlfriend
Ending of formal schooling Engagement

Leaving home for the first time

Source: Holmes, T. H., & Rahe, R. H. (1967) The Social Readjustment Rating Scale. Journal of Psychosomatic
Research, 11, 213-218.

These stressors may go unnoticed until they interfere with some important goal or directly threaten one's health.
People habituate to rather than actively attempt to confront these stressors. For example, it is often easier to live
with family problems than to seek professional help or dissolve the relationship; it may be easier to breathe
polluted air than to take measures to clean it up or to move.
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Lesson 25
MEASURING STRESSORS

Quantitative Differences

Numbers of easily recognizable qualitative differences exist among these categories of stressors and these have
been alluded to in the above paragraphs. However, there are also a number of quantifiable dimensions among
and with in these categories that can be expected to lead to differential responding and therefore need to be
considered. Consequently, we now turn our attention to such variables as intensity, duration, rate, and
controllability. Furthermore, we will suggest some ways in which these variables might be measured as well as
their possible relationships to behavior.

1. Intensity. Intensity of the stressor refers in some sense to the "power" of the stimulus. Intensity can be
"measured," for example, in terms of the magnitude or frequency (loudness or pitch) of sound, the
concentration (parts per million) of a pollutant, the velocity of the wind, or the temperature or relative
humidity of the atmosphere. It can also be measured in terms of its physical effects; for example, the number
of homes destroyed in @ flood, the number of persons killed by a tornado, the number of victims
hospitalized as a result of a nuclear accident, or the number of birth defects resulting from water
contamination.

It is generally assumed that the greater the intensity of the stressor, the greater the  resulting stress response.

And while this may be a warranted assumption, much more research needs to be done to determine if the

functional relationship between intensity of the stressor and magnitude of the stress response is exponential,

linear, curvilinear, or perhaps even some form of step function. Throughout the remainder of this text we will,

where the data allow, suggest the probable form of these functions.

2. Duration. Independent of the intensity of the stressor is its impact with regard to time. The immediate
presence of a tornado, for example, is relatively short (perhaps only a few minutes), but its intensity is great.
On the other hand, an airborne pollutant (such as asbestos) might have a low concentration, yet be ever-
present. Duration and intensity, it can be seen, are independent dimensions. All other things being equal, we
can expect stressors of long duration to have a greater effect on the stress response than stressors of short
duration. However, the accumulative effect of low-level stressors over long periods of time may result in
deceptively severe consequences. Any consideration of the potential effects of an identified stressor,
therefore, has to take into account both the duration of the stressor and its intensity.

3. Rate. While some stressors occur but once, many are recurring. Their periodicity can be regular or irregular,
predictable or unpredictable, and short-phased or long-phased. For example, residents of a floodplain may
expect that flooding will occur, but only in the spring of the year (perhaps on average once in ten years). This
stressor is thus irregular and therefore unpredictable, with a relatively long phase. By comparison, the 3:15
a.m. freight train that rumbles past your apartment, alerting cars at the nearby corner with its silence piercing
whistle, is regular (3:15 every morning) and therefore predictable and has a short phase (every 24 hours).

While very little empirical data has accumulated with respect to the influence of phase length on the stress
response, there is some evidence to suggest that both regularity and predictability lead to increases in the stress of
anticipation, but can also lead to decreases in overall stress by allowing for the careful selection of coping
strategies (e.g., adaptation or habituation).

4. Controllability. Stressors vary with respect to the degree of control humans have over them. It is possible
to exert some control over the temperature of our indoor environments, over the noise level of our offices,
and even over the traffic we have to drive in. We do this by turning the thermostat either up or down, by
putting sound-damping or sound-absorbing equipment in our offices and by choosing the times of the day
and the routes to take to avoid traffic. It is not possible to exert control over other stressors. We cannot stop
a hurricane; we cannot prevent an earthquake. There are still other stressors where it is possible,
theoretically, to exert control, but practically we are unable to (e.g., the loud stereo in the adjacent apartment,
or the litter in the streets below). Researchers have shown that the lack of control over environmental
stressors where it is possible to have it can exacerbate the stress response.
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In our discussion of environmental stressors throughout this text we will again and again be looking at potential
stressors in terms of their intensity, duration, rate, predictability, and controllability, and we will be calling for
additional means of measuring these characteristics.

Measuring Stress: The Immediate Response

Physiological and Somatic Responses

The most common measures of stress allow inferences about emotional states by assessing physiological
reactivity. This has been done directly by measuring levels of catecholamine (e.g., adrenaline, noradrenalin) and
corticosteroids in the blood or urine (e.g., Franken-haeuser, 1978), and indirectly by measuring systematic
reactions caused by increased levels of these hormones (e.g., Ax, 1953). Increased cardiovascular reactivity (i.e.,
faster heart rate, higher blood pressure), muscle potential changes, and skin conductance measures have also
been used to show the effects of acute stress.

These somatic correlates of stress are important for a number of reasons. First, increased catecholamine and
corticosteroid secretion is associated with a wide range of other physiological responses, such as the
aforementioned changes in heart rate, blood pressure, breathing, muscle potential, and other autonomic
functions. Prolonged or sudden elevation of circulating catecholamine may damage body tissue. Catecholamine
also appear to affect cognitive and emotional functioning, and elevated levels of epinephrine or nor epinephrine
in the blood may affect our mood and behavior.

Cannon (1929, 1931) suggested that adrenaline has a salutary effect on adaptation; by arousing the organism,
adrenaline provides a biological advantage to the organism, enabling it to respond more rapidly to danger. When
we are extremely frightened we experience an arousal that, although possibly uncomfortable, readies us to act
against the thing that scares us. Thus, stress-related increases in catecholamine may facilitate adaptive behavior.
In fact, studies have shown superior performance on tasks following epinephrine infusion (Frankenhaeuser,
Jarpe, & Mattell, 1961). However, arousal has also been associated with impaired performance on complex tasks
(cf. Evans, 1978). In any event, it is clear that arousal influences behavior.

Measuring Stress: The Long-Term Response

Stress and Illness

Studies of stress and illness provide additional evidence of the negative effects of stress. While illness traditionally
has been viewed as a biological phenomenon, there seem to be diseases that do not fit within a strict biomedical
model (i.e., they do not appear to be the result of specific physiological dysfunction or an invasion by some
foreign substance). Diseases of /fe style, such as heart disease, seem to be related to patterns of coping that
characterize behavior. Hypertension, heart disease, and the like are not contagious; they do not seem to be
caused by germs, microbes, or other simple infection-causing mechanisms. Rather, they develop over a person's
lifetime and are contributed to by a number of factors including responses to stress.

Model A:

Dohrenwend & Dohrenwend (1981) have conceptualized the possible processes whereby stress induces adverse
health changes (see Figure 5-4). In this figure, Model A contains no intervening processes. Rather, it postulates a
simple and direct effect of stressful events on health. It further suggests that the effects of stressful life events are
cumulative, thus accounting for studies of extreme situations, such as combat or incarceration in concentration
camps. Other severe stresses over which an individual has no control, such as the death of a loved one, are also
accounted for by this model. This model is called the victimization hypothesis.

Model B:

Model B, the stress-strain hypothesis, postulates that psychophysiological strain mediates the impact of life events on
subsequent health and illness. Evidence in support of this hypothesis comes from studies that show that if the
effects of symptoms of psychophysiological straining are eliminated, correlations of stressful life events scores
and measures of illness are significantly reduced (Bloom, 1985). This model is most closely related to the
conceptualization of stress in this text.

Model C:
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The vulnerability hypothesis, suggests that there are preexisting personal dispositions and social conditions which
moderate the causal relation between stressful life events and health. It is this model that suggests to researchers
a search for such mediating factors as the strength of social support systems, optimism, locus of control, etc.

Model D
By contrast, postulates that personal dispositions and social conditions make independent causal contributions to
the occurrence of pathology. This model suggest that personality variables and/or social conditions are a
potential source of added burden to the individual in the precipitation of illness and is thus called the added burden
hypothesis.

Model E
Psroposes that transitory life events have no role in precipitating illness, but rather that stable personal
characteristics and social conditions by themselves cause adverse health changes. This model is called the chronic
burden hypothesis. Finally, Model F portrays stressful life events as exacerbating already existent health disorders. It
is called the event proneness hypothesis because stressful life events are thought to characterize individuals who are
already ill.

Research on the relationships between stress and illness has been conducted in several settings and at different
levels. Early research, for example, considered the stress of the mass bombings of London during World War II,
and the stress associated with the German concentration camps. Many survivors of these brutalities showed
relatively permanent adjustment problems. Others showed elevated blood pressures during initial exposure,
greater physical illness later, and a greater incidence of premature or sudden death than did people their age who
did not undergo the stressful experience.

Other studies (Reynolds, 1974; Warheit, 1974) reveal dramatic examples of stress-related illness and death.
Research conducted at the space center at Cape Kennedy during the last years of this country's moon program
considered base employees who monitored moon missions from the ground. Increased rates of alcoholism and
divorce were observed as pressure to complete the mission increased. More seriously, there was a spontaneous
increase in sudden deaths among the relatively young workers. These deaths, presumably caused by heart failure,
were nearly 50 percent more frequent than the average for that age group. The sudden deaths peaked as the
space program was being phased out and, as Eliot and Buell (1979) note, "was most notable duting the yeat
when space employees were fired more often than rockets."
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Research on stress and the human immune system has revealed some extremely interesting findings. The
immune system manufactures antibodies to fight against invasions of bacteria, viruses, allergens, and even
cancerous cells. Evidence suggests that functioning of the immune system is impaired while a person is
experiencing stress, thus leaving the individual more vulnerable to disease (Jemmott & Locke, 1984). One study
involving college students found that secretions of immunoglobulin (an antibody that fights against upper
respiratory infections) were lower when the students were under stress (during midterm and final exams). Their
rate of respiratory infection also was up during these same periods (Jemmott, Borysenko, McClelland, Chapman,
Meyer, & Benson, 1983). Higher stress levels have also been shown to be related to low T-lym-phocyte
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responsiveness (Zautra, Okun, Robinson, Lee, Roth, & Emmanual, 1989) and to a greater spread of cancer
through the lymph nodes (Motris, Greer, Pet-tingale, & Watson, 1981).

Generally speaking, illness as a function of stress is a result of the stress response more than it is a part of it. If
stress is sufficiently prolonged, repeated long enough or severe enough to resist adaptation, illnesses such as
Selye's diseases of adaptation are more likely. To some extent, these are directly caused by the continuous high
level of physiological responding characteristic of stress. This is analogous to a cat's engine continuously racing at
high RPMs. Eventually, this over activity will cause engine breakdown. Chronically elevated levels of
catecholamine, blood pressure, or gastric acid can cause a number of diseases. Reduced efficacy of the immune
system can cause or exacerbate others. The important point is that the stress process can predispose an organism
to illness or death.

©copyright Virtual University of Pakistan 70



Environmental Psychology (PSY-511) VU

Lesson 26
MEASURING STRESS: PSYCHOLOGICAL ASSESSMENT

Psychological Measures

Psychological measurement of the stress response has focused on various psychiatric symptoms and has utilized
a variety of standard psychiatric symptom inventories. The common denominator among the various scales
seems to be the extent to which respondents perceive themselves to be in an intractable situation marked by
negative affect and a degree of uncertainty. Among the more widely used psychological measures of stress are the
Hopkins Symptom Checklist, a self-report measure incorporating the dimensions of obsessive-compulsiveness,
hostility, depression, somatization, and anxiety (see, for example, Derogatis, Rickels, & Rock, 19706), the State-
Trait Anxiety Inventory (see Spielberger, 1972), the Demoralization Scale (see Dohrewend, Dohrewend, Kasl, &
Warheit, 1980), and the Life Experience Scale (see Sarason, Johnson, & Siegel, 1978).

These scales, collectively, reflect distress arising from perceptions of bodily dysfunction. Complaints focus on
cardiovascular, gastrointestinal, and respiratory systems with such manifestations as headaches, pain and
discomfort localized in gross musculature. They also tap such behaviors and feelings as restlessness, nervousness,
free-floating anxiety, panic, aggression, rage, and resentment. Thoughts, impulses, and actions that are
experienced as unremitting and irresistible but are simultaneously ego-alien and unwanted are also assessed.
Finally, some attempt is made to have respondents identify the sources of their feelings and the impact that each
of these sources may have.

Measures of Coping

The level of stress a person experiences and the extent to which deleterious effects occur as a result of exposure
to a stressor will depend, in part, on how well the individual copes with the stressor. The theoretical literature
(e.g., Lazarus & Folkman, 1984) as well as the practitioner literature (Switzer, 1979) acknowledge this. Empirical
studies, however, are rare, owing in great part to a lack of scales with known psychometric properties or verified
construct validity. At a conceptual level it is possible to think of coping as taking one or more of several forms,
each focusing on some aspect of the stress situation. For example, individuals can engage in behaviors that
attempt to alter the situation (in a cold environment the individual can change the thermostat setting, go to
another room, put on another layer of clothing), they can attempt to manage or reduce the emotional distress
(they can focus on the energy they are saving, they can convince themselves that colder environments are healthi-
er), or they can attempt to manage the symptoms of stress by relaxation or diet or exercise. Scales that tap into
these modes of dealing with stress are, at best, in the formative stage (see Latack, 19806).

Rather than focusing on scales that are intended to measure coping strategies, a second way of dealing with these
issues is to consider the side effects of coping independent on the particular strategy being used. It is to these
side effects that we turn next.

Behavioral Coping Responses

As already noted, stress can cause both cognitive deficits and improved performance. Cognitive deficits may in
turn be caused by behavioral strategies that ate used for coping—the person exposed to loud noise may "tune
out" or narrow his or her field of attention (Cohen, 1978; Deutsch, 1964). But the same behavior may render us
unable to concentrate or unwilling to put effort into a task (e.g., Glass & Singer, 1972). As exposure to stress
increases, the adaptive reserves are depleted, causing aftereffects and reductions of subsequent coping ability.
Evidence for the existence of poststres-sor effects comes from a number of sources, including research on the
effects of noise (e.g., Glass & Singer, 1972; Rotton, Oszewski, Chatleton, & Soler, 1978; Sherrod & Downs,
1974; Sherrod, Hage, Halpern, & Moore, 1977), crowding (Evans, 1979; Sherrod, 1974), and electric shock
(Glass, Singer, Leonard, Krantz, Cohen, & Cummings, 1973).

Aftereffects that occur after exposure to a stressor include decreases in cognitive functioning and tolerance for
frustration, increased aggressiveness, helplessness, decreased sensitivity to others, and withdrawal (Cohen, 1980).
These postexposure consequences appear to be affected by perception of control during exposure to the
stressor, with fewer aftereffects following experiences in which participants felt that they had control. One
explanation for this is that aftereffects are related to the amount of effort expended in coping with a stressor.
Because perceived control appears to ease the difficulties posed by a stressor, it should reduce the effort needed
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to adapt, and therefore reduce aftereffects. Thus, costs of adaptation may be reflected by aftereffects, and we
should be careful to look for them even when people seem to have successfully coped with a stressor.

MODERATORS OF THE STRESS RESPONSE

The extent to which a stressor produces adverse effects has been shown to be moderated by attitudes toward the
stressor, perceived control over it, the general level of fitness of the individual, as well as by the support system
that the individual has available. As these factors will increase or decrease a stressot's impact, we turn now to a
discussion of them.

Attitudes Towards the Source of Stress

As mentioned earlier, responses to stressors are necessarily related to the way in which a stressor is perceived.
Attitudes toward the source of the stress are important psychological factors and act as filtering devices that
moderate perception of the stressor. For example, high levels of noise are generally recognized as potent
environmental stressors (Glass & Singer, 1972). Although noise levels in areas surrounding airports are highly
correlated with noise annoyance reported by residential groups in these areas, the relationship between noise
exposure and individual ratings of annoyance is generally not strong (Wilson 1963). Tra-cor, Inc. (1971) found
that individual annoyance ratings were more highly correlated with several attitudinal measures than they were
with the various indices of physical exposure to noise. In a number of studies, attitudinal measures account for
up to a third of the variance in response to noise, and that the addition of attitudinal measures increases the
predictability of annoyance to between 58 percent and 65 percent (Leonard & Borsky, 1973; Tracor, Inc., 1971).
There is even some evidence that manipulating attitudes changes people's evaluation of their environment
(Cederlof, Honsson, & Sorenson, 1967). Fear of nearby airplane crashes seems to be the single most powerful
predictor of individual annoyance in response to airport noise. Attitudes toward nuclear power are also related to
its perceived costs and benefits. In a survey of residents in Truesdale County, Tennessee, where Tennessee Valley
Authority officials planned to construct a nuclear power plant, it was found that supporters of the plant felt
economic benefits would be more likely to result than did opponents of the plant. Opponents rated the
disruptive effects of population growth and hazards to safety and environment as more likely than did
supporters. The same process appears to have been active at Three Mile Island. Evaluation, thus, is a function of
the balance between perceived benefit and cost. To the extent that cost is weighed heavily, attitudes may become
more negative (see Chapters 4 and 14) and heightened stress is likely to occur.

Control

Perceived control is another powerful psychological mediator of stress, providing a sense of being able to cope
effectively, to predict events, and to determine consequences before they happen. Glass and Singer (1972)
considered the effects of perceived controllability and predictability in their studies of stress due to noise and
found that predictable or controllable noise exacted smaller costs in adaptation. The perception that the noise
might be accurately anticipated or even turned off, if desired, facilitated adaptation with minimal aftereffects.
Subsequently, Sherrod (1974) found the same relationship for stress due to crowding, and Rodin, Solomon, and
Metcalf (1978) found that providing control reduced crowding stress.

A study by Staub, Tursky, and Schwartz (1971) has some relevance here. Subjects who were given perceived
control over shocks reported less discomfort than did subjects who did not control the intensity or
administration of the shock. This was so even though all subjects actually received the same number and
intensity of shocks and the "control" subjects did not actually exetcise their control. The perception of control
seemed to affect perception of the stressor used in this study. Similarly, Veitch (1976) found that residents of
northwest Ohio who had individual control over the thermostat settings in their homes and apartments reported
fewer ill effects of reduced residential temperatures in the winter months than those who did not have such
control. Finally, evidence from Phifer (1990) suggests that such symptomology as gastrointestinal disorders,
headaches, and susceptibility to infectious diseases is enhanced, if not caused by, inability to control
environmental stressors.

Somewhat more direct evidence of control influencing appraisal of stressors comes from the growing literature
on cognitive control. By providing subjects with information about a stressor prior to their exposure to it,
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researchers have been able to reduce the threat appraisal made when the stressor is experienced. Some studies
have considered medical settings and have found that the stress of surgery or of unusual medical procedures can
be reduced by providing patients with accurate expectations of what they will feel (e.g., Johnson, 1973, 1984;
Johnson & Leventhal, 1974; Taylor & Clark, 1986). By giving normative information about sensations to
patients, researchers have provided them with "road maps" telling them what they may expect. As a result, when
these sensations are experienced they will not be appraised as abnormal or frightening. Other studies have found
that accurate expectations also reduce crowding stress (Baum, Fisher, & Solomon, 1981; Langer & Saegert,
1977). Inaccurate or violated expectations of crowding result in some negative responses (Greenberg & Baum,

1979).

Patient well-being and the effectiveness of medical treatment can also be improved by giving patients some
choice in their treatment program (Miller & Mangan, 1983; Mendonca & Brehm, 1983). It would appear that
providing patients with preparatory information or with some choice about the treatment they will receive can
increase their feelings of control, self-confidence, and motivation and thus improve the effectiveness with which
they deal with certain types of stressors. There is evidence, however, that shows that sometimes distraction and
emotional disengagement may be more adequate coping strategies than the attention, involvement, and sense of
personal responsibility provided by increased control. Carey and Burish (1988) have shown that distraction helps
cancer patients undergoing chemotherapy from focusing on a variety of psychological side effects. Ludwick-
Rosenthal and Neufeld (1988) suggest that the benefits of control must be balanced against its potential costs,
and Ward, Lev-enthal, and Love (1988) caution that the short-term benefits of avoidance and denial must be
weighed against their potential for long-term damage. Obviously, there is no universally beneficial treatment
approach.

As a general rule, though, it can be said that to the extent that people have either real or perceived control over
environmental stressors or are provided with accurate expectations (real or perceived) regarding those environ-
mental events, the resultant stress will be reduced either in the appraisal stage of the stress process or in the
coping stage. Any condition of the environment or information with respect to it that increases the person's
sense of personal control should have a salutary effect on the stress response and should be sought after and
developed where possible.
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Lesson 27
ORGANISM ENVIRONMENT RELATIONSHIP

The Hardy Personality

Two additional factors that moderate the effects of stressors are the general level of fitness and the personality of
the individual involved. Generally, the more one exercises, the greater one's physical fitness (endurance, strength,
and maintenance of good physical condition), the less the chances for illness (Roth, Wiebe, Fillingim, & Shay,
1989). In addition to the physiological system being in "better shape" to with stand stress, it has been suggested

that those individuals who are fit experience less cognitive and physiological arousal when confronting stress
(McGilley & Holmes, 1988).

Often coupled with good physical fitness is a psychological factor involving a sense of commitment, the
petrception of difficult situations as challenges and opportunities, and the belief that one has control over one's
life?

This factor has been labeled hardiness (Kobasa, 1979), and is related to what Zim-merman (1990) has called
learned hopefulness: knowing how to solve problems paired with a sense of control. Contradic (1989) has
shown that persons fitting the description of being "hardy" tend not to be overwhelmed by difficult situations;
rather, they are spurred on to seek solutions, to be constructive. As a result, they experience less stress, contract
fewer illnesses, and have lower blood pressure. Less hardy, more pessimistic individuals, on the other hand,
report more symptoms of illness after experiencing stressful events (Scheier & Carver, 1987) and die at earlier
ages (Peterson, Seligman, & Vaillant, 1988).

Social Support

Social support networks might be expected to ameliorate the effects of stressful events. The most obvious way in
which a social support network operates is that "many hands make light the work."

Cleatly, it there are mote people working on "cleaning up" the effects of a tornado, each individual person has
less of the burden on his or her shoulders. Cohen and Ashbey-Wills (1985) suggest that social networks operate
in two ways. First, people who have social support are generally healthier to begin with, and second, when
confronted by a stressful event, others in the network can act as a buffer providing comfort and encouragement
and, if necessary, food and money (Pilisuk, Boylan, & Acredolo, 1987). Additionally, others in an interpersonal
network provide opportunities for self-disclosure (Pennebaker, Hughes, & O'Heron, 1987), expressing emotion
(Pen-nebaker & Beall, 1986), and problem solving (Costanza, Derlaga, & Winstead, 1988), all of which allow
individuals to more effectively cope with stress.
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The Relaxation Response

Just as stress can be thought of as a nonspecific response by the body to any demand that is made upon it, there
is growing evidence that there is an anti-stress response, a relaxation response (Benson, 1975). Benson finds that
in this response muscle tension decreases, cortical activity decreases, heart rate and blood pressure decrease, and
breathing slows. The stimuli needed to produce this response, according to Benson, include a quiet environment,
closed eyes, a comfortable body position, and a repetitive mental device. The first three factors lower afferent
input to the nervous system, while the fourth lowers the internal stimulation to the nervous system. These
conditions allow the body to reach a low level of arousal and to recuperate from stress. Benson suggests that
these four conditions are met by most traditional and religious techniques of meditation and prayer, and further
asserts that in addition to whatever spiritual function they may serve, such techniques directly promote
recuperation from stress. Transcendental meditation, biofeedback techniques, some forms of verbal self
feedback, and certain group experiences also appear to share these qualities and may account, in part, for their
success in dealing with stress.

THE ROLE OF STRESS IN UNDERSTANDING ORGANISM-ENVIRONMENT
RELATIONSHIPS

Stress is characterized as a process that unfolds as we encounter a stressor, become aware of its danger, mobilize
our efforts to cope with it, engage in confronting it, and succeed or fail in adapting to it. This process follows a
logical sequence (see Figure 5-6). The danger posed by a stressor is evaluated; strategies are selected to cope with
it; the body mobilizes itself psychologically as well as physiologically to combat the stressor; and the coping is put
into action. If coping behavior is successful, adaptation is achieved, and the effects of the stress diminish. If
coping is unsuccessful, stress persists, physiological arousal and psychological arousal are not reduced, and
pathological end states (gastrointestinal disorders, cardiac malfunction, psychological disorders, etc.) are made
increasingly likely.

STRESSOR
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FIGURE 5-6 The stress response including secondary appraisal processes (fashioned after Monat
& Lazarus, 1977)

There are times when the relationship is stressed. Indeed, stress can be thought of as "disequilibrium." There are
times when either the environment presents too great a challenge or the organism has depleted its coping
capabilities, or both. It is at these times when the relationship is in disequilibrium. Whether or not this
disequilibrium occurs depends on a number of physical, psychological, and physiological processes, not the least
of which is the process of perception as described in Chapter 4 and the affective processes as described in the
present chapter.

Throughout the remainder of this text we will be looking at elements of the environment that, other things being
equal can influence these processes to create disequilibrium or promote equilibrium in the
organism/environment relationship. We will see, for example, how sound under certain conditions can be
perceived as noise and how this perception in turn influences psychological and physiological responding to the
source of that noise. Similarly, we will look at other environmental elements including atmospheric conditions,
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population density, architectural design, and technological developments. In short, there are many aspects of the
environment that may act to produce stress. We will attempt to elucidate the conditions when this is likely to
occur and to discern those individuals who are most likely to be affected. Finally, we will attempt to suggest ways
of preventing either stress or its adverse effects, assuming it cannot be avoided.
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Lesson 28
CONFORMITY

Conformity is the process by which an individual's attitudes, beliefs, and behaviors are influenced by other
people. This influence occurs in both small groups and society as a whole, and it may be the result of subtle
unconscious influences, or direct and overt social pressure. People often conform from a desire to achieve a
sense of security within a group typically a group that is of a similar age, culture, religion, or educational status.
Any unwillingness to conform carries with it the very real risk of social rejection. In this respect, conformity can
be seen as a safe means of avoiding bullying or deflecting criticism from peers. Conformity is often associated
with adolescence and youth culture, but it affects humans of all ages Although peer pressure may be viewed as a
negative trait, conformity can have either good or bad effects depending on the situation. Peer pressure leading
to drug or alcohol abuse is harmful, but driving safely on the correct side of the road is a beneficial example of
conformity. Conformity influences the formation and maintenance of social norms and allows society to
function smoothly and predictably Because conformity is a group phenomenon, such factors as group size,
unanimity, cohesion, status, prior commitment and public opinion all help to determine the level of conformity
an individual will display.

Varieties of conformity
Harvard psychologist, Herbert Kelman identified three major types of social influence.

Compliance is public conformity, while keeping one's own private beliefs
Identification is conforming to someone who is liked and respected, such as a celebrity or a favorite uncle
Internalization is acceptance of the belief or behavior and conforming both publicly and privately

Although Kelman's distinction has been very influential, research in social psychology has focused primarily on
two main varieties of conformity.

These are Informational conformity, or informational social influence, and normmative conformity, otherwise
known as normative social influence. Using Kelman's terminology, these correspond to internalization and
compliance, respectively. There are naturally more than two or three variables

in the social environment influential on human psychology and conformity; the notion of "varieties" of
conformity based upon "social influence" is ambiguous and indefinable in this context.

Informational influence

Informational social influence occurs when one turns to the members of one's group to obtain accurate
information. A person is most likely to use informational social influence in three situations: When a situation is
ambiguous, people become uncertain about what to do. They are more likely to depend on others for the answer.
During a crisis immediate action is necessary, in spite of panic. Looking to other people can helpease fears, but
unfortunately they are not always right. The more knowledgeable a person is, the more valuable they are as a
resource. Thus people often turn to experts for help. But once again people must be careful as experts can make
mistakes too. Informational social influence often results in internalization or private acceptance, where a
person genuinely believes that the information is right.

Informational social influence was first documented in Muzafer Sherif's autokinetic experiment. He was
interested in how many people change their opinions to bring them in line with the opinion of a group.
Participants were placed in a dark room and asked to stare at a small dot of light 15 feet away They were then
asked to estimate the amount it moved. The trick was there was no movement; it was caused by a visual illusion
known as the auto kinetic effect. Every person perceived different amounts of movement. Over time, the same
estimate was agreed on and others conformed to it. Sherif suggested that this was a simulation for how social
norms develop in a society, providing a common frame of reference for people.
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Subsequent experiments were based on more realistic situations. In an eyewitness identification task, participants
were shown a suspect individually and then in a lineup of other suspects. They were given one second to identify
him, making it a difficult task. One group was told that their input was very important and would be used by the
legal community. To the other it was simply a trial. Being more motivated to get the right answer increased the

A B i

tendency to conform. Those who wanted to be most accurate conformed 51% of the time as opposed to 35% in
the other group.

Which line matches the first line, A, B, or C? In the Asch conformity experiments, people frequently followed
the majority judgment, even when the majority was wrong Economists have suggested that fads and trends in
society form as the result of individuals making rational choices based on information received from others.
These informational cascades form quickly as people decide to ignore their internal signals and go along with
what other people are doing

Cascades are also presumed to be fragile because people are aware that they are based on limited information.
This is why fads often end as quickly as they begin:

Normative Influence

Normative social influence occurs when one conforms to be liked or accepted by the members of the group. It
usually results in public compliance, doing or saying something without believing in it. Solomon E. Asch was the
first psychologist to study this phenomenon in the laboratory. He conducted a modification of Sherif’s study,
assuming that when the situation was very clear, conformity would be drastically reduced. He exposed people in
a group to a series of lines, and the participants were asked to match one line with a standard line. All
participants except one were secretly told to give the wrong answer in 12 of the 18 trials. The results showed a
surprisingly high degree of conformity. 76% of the participants conformed on at least one trial. On average
people conformed one third of the time

Normative influence is a function of social impact theory which has three components. The number of people in the
group has a surprising effect. As the number increases, each person has less of an impact. A group's strength is
how important the group is to a person. Groups we value generally have more social influence. Immediacy is how
close the group is in time and space when the influence is taking place. Psychologists have constructed a
mathematical model using these three factors and are able to predict the amount of conformity that occurs with
some degree of accuracy

Baron and his colleagues conducted a second "eyewitness study", this time focusing on normative influence. In
this version, the task was made easier. Each participant was given five seconds to look at a slide, instead of just
one second. Once again there were both high and low motives to be accurate, but the results were the reverse of
the first study. The low motivation group conformed 33% of the time (similar to Asch's findings). The high
motivation group conformed less at 16%. These results show that when accuracy is not very important, it is
better to get the wrong answer than to risk social disapproval

An experiment using procedures similar to Asch's found that there was significantly less conformity in six-person
groups of friends as compared to six-person groups of strangers. Because friends already know and accept each
other, there may be less normative pressutre to conform in some situations. Field studies on cigarette and alcohol
abuse, however, generally demonstrate evidence of friends exerting normative social influence on each other.
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Minority influence

Although conformity generally leads individuals to think and act more like groups, individuals are occasionally
able to reverse this tendency and change the people around them. This is known as winority influence, a special case
of informational influence. Minority influence is most likely when people are able to make a clear and consistent
case for their point of view. If the minority fluctuates and shows uncertainty, the chance of influence is small.
However, if the minority makes a strong, convincing case, it will increase the probability of changing the beliefs
and behavior of the majority. Minority members who are perceived as experts, are high in status, or have
benefited the group in the past are also more likely to succeed

Another form of minority influence can sometimes override conformity effects and lead to unhealthy group
dynamics. A recent review of two dozen studies found that a single "bad apple" (a lazy or inconsiderate group
member) can substantially increase conflicts and reduce performance in work groups. Bad apples often create a
negative emotional climate that interferes with healthy group functioning. They can be avoided by careful
selection procedures and managed by reassigning them to positions that require less social interaction.

Gender

There are differences in the way men and women conform to social influence. Social psychologists, Alice Eagly
and Linda Catli performed a meta-analysis of 148 studies of influence ability. They found that women are more
perusable and more conforming than men in group pressure situations that involve observation by others. In
situations not involving observation, women are less likely to conform. Furthermore, estimates showed that the
sex difference is relatively small. Eagly has proposed that this sex difference may be due to different sex roles in
society. Women are generally taught to be more agreeable whereas men are taught to be more independent
Normative social influence explains women's attempt to create the ideal body through dieting, and also by eating
disorders such as anorexia nervosa and bulimia. Men, in contrast, are likely to pursue their ideal body image
through dieting, steroids, and overworking their bodies, rather than developing eating disorders. Both men and
women probably learn what kind of body is considered attractive by their culture through the process of
informational social influence.

The Asch conformity experiments were a series of studies published in the 1950s that demonstrated the power
of conformity in groups. These are also known as the "Asch Paradigm.
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Lesson 29
ATTRIBUTING BEHAVIOR TO PERSONS AND SITUATIONS
Asch’s Experiment on Conformity

Subjects were asked to judge line lengths while working ina group.
7 subjects; the 6th was real, rest were confederates.

Confederates consistently gave obviously wrong answers

The subject often conformed and gave the same wrong answer

On average, 37% of participants conformed.

Attribution Theory 1 2 3
The theoty is concerned with the ways in which people explain (ot Standard line Comparison lines
attribute) the behavior of others or themselves (self-attribution) with

something else. It explores how individuals "attribute" causes to events and how this cognitive perception affects
their usefulness in an organization. A#ribution theory has been developed to explain how we judge people
differently depending on the meaning we attribute to a given behavior. By observing behavior, we attempt to
determine whether the behavior is internally or externally caused.

"  When we observe people, we attempt to develop explanations of why people behave in certain ways.
*  Our perceptions and judgments will be significantly influenced by the assumptions we make about the
person’s internal state. This is the field of attribution theory.

Fundamental Attribution Error
*  Underestimating the influence of external factors and overestimating the influence of internal factors.
* For example, assuming that the person is late all the time because she or he isn’t interested in the work
rather than finding out that the shift starts when the parking is totally full.

Self Serving Bias
* Attributing success to internal factors and failure to external factors is called se/fserving bias.
Fundamental Self-serving Bias
Attribution (Success- external
Error factors)
(Failure: internal
factors)

Internally VS Externally Caused Behaviors
®  We believe that internally caused behaviors are under an individual’s control; externally caused behaviors
are motivated by external forces.

How we determine the source of behavior:

It is determined by three factors:
— Distinctiveness
—  Consensus
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— Consistency
Distinctiveness: refers to whether an individual displays different behaviors in different situations.

Consensus: If everyone who is faced with a similar situation responds in the same way, we can say the behavior
shows consensus.

Consistency: Finally, an obsetrver looks for consistency in a person’s actions.

Interpretation Attribution
Observation
> of Cause
External
— Distinctiveness -
Internal
Attribution External
Theory and — Consensus —
Individual
Behaviour Internal
External
— Consistency -
Internal

FOM 12.19

©copyright Virtual University of Pakistan 81



Environmental Psychology (PSY-511) VU

Lesson 30
The Study of Culture

The study of culture is a challenging undertaking because its primary focus is the broadest component of social behavior —
an entire society

What is Culture?

Culture is broad and pervasive and given its very nature It, generally requires detailed examination of the character of the
total society. This includes factors that give a society its distinct flavor such as language, Knowledge, Laws religions, Foods,
Customs, Music, Art, Technology, Work patterns, Products, Artifacts, Culture is a society’s personality.

Culture may be understood in terms of three defining areas:

Beliefs Component
Values Component
3. Customs Component

N —

1. 'The Belief Component
Beliefs consist of a very large number of verbal and mental statements. Beliefs reflect a person’s particular: knowledge or
assessment of something, another person (people who come from the mountains are tough ), Men are mathematical,
Women are creative.

2. Values Component
Values are also beliefs, Values meet the following criteria: (Telling the truth), Relatively few in number , Serve as guide for
culturally appropriate behavior, Enduring and difficult to change, Not tied to specific objects or situations, Widely accepted
by the members of society. In broad sense, Values and beliefs are mental images that affect a wide range of specific attitudes
that in turn influence the way a person is likely to respond in a specific situation

Example: the criteria a person uses to evaluate alternative brands in a particular product category: Preference for one of
these brands influenced by both a person's general values (what constitutes quality, the meaning of a country of origin)
Specific beliefs — perceptions about the quality of Chinese made products and the quality of American products

3. Customs Component
Customs are overt modes of behavior that constitute culturally approved or acceptable ways of behaving in specific
situations. Customs consist of everyday routine behavior of the consumer. Diet sweetener for coffee, putting ketchup in a
burger, Eating sweet after the main course. Where beliefs and Values are guides for behavior, customs are usual and
acceptable ways of behaving

Culture is learnt

Unlike innate biological characteristics (e.g. sex, skin, hair color, intelligence) culture is learnt

At an early age we begin to acquire from our social environment a set of beliefs, values and customs that make up our
culture. As children we come to learn certain behavior patterns for example, having an egg in the breakfast, drinking milk
every day, and brushing teeth twice a day, washing hands before eating food, Drink water in the middle of the meal.

How is Culture Learnt?

Culture is learned by making use of two processes:
1.  Enculturation
2. Acculturation
Enculturation
Learning of one’s own culture is called Enculturation

Acculturation
The learning of new or foreign culture is called Acculturation, too many marketers contemplating international expansion
make the strategic error of believing that if their products are liked by the local consumers then every one will like them, To
overcome such a narrow view marketers must go through an acculturation process, they must learn everything that is
relevant about the usage or potential usage of their products and product categories in the foreign countries in which they
plan to operate.

Language Symbols
To acquire a common culture the members of a society must be able to communicate with each other through a common
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language

Symbols

A symbol is anything that stands for something else, Any word is a symbol, Marketers must use appropriate symbols to
convey desired product images and/or charactetistics, Symbols can be verbal or non-verbal, Verbal symbols may include a
TV announcement or an advertisement in the magazine, Non-Verbal communication involves the use of such symbols as
figures, colors, shapes and even textures, Human mind can process symbols. It is possible for a person to experience
cognitively visualization for a product

Contradictory Meanings of Symbols
Trademark depicting an old craftsman may depict careful craftsmanship. It may also show an image of outdated methods
and lack of style

Using the Slang Language
An advertiser using slang in the advertisements to attract teenage audience must do so with great care. Slang that is misused
or outdated will symbolically date the marketer’s firm and product

Rituals
Ritual is a type of symbolic activity consisting of a series of steps (multiple behaviors) occurring in fixed sequence and
repeated over time

Ritualized Behavior

In addition to language and symbols culture includes ritualized experiences and behaviors. Rituals extend over the human
life cycle from birth to death including a host of intermediate experiences (confirmations, graduation and marriage).
Ritualized behavior is rather formal and often scripted behavior

The Dynamic Culture
Culture plays the need gratifying role for the society.

The Need Gratifying Role of Culture
To fulfill its need gratifying role culture evolves continually to function in the best interest of society

Factors Responsible for Culture Change
These may include: New technologies, Population shift, Resource Shortages, Wars, Accidents, Natural Disasters, Changing
Values, and Customs borrowed from other cultures.
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Lesson 31
POPULATION AND ENVIRONMENT

Current trends in world population point out that by 2030 the world population is likely to be10 billion and by the end 21%t Century
the numbers may rise to 30 billion. Populations in Sub-Saharan Africa and in The Himalayan regions of Asia have already exceeded
the immediate capacity of the area to sustain life.

The impacts of population growth may be understood in the following areas.

1. Resource Depletion and Environmental Deterioration

Resource Depletion is erosion of agricultural soil, Stalinization of highly productive irrigated farmland, deforestation and Lake
Acidification (more prevalent in USA). This includes extensive loss of tropical forest, permanent soil degradation (Amazon Rive
Basin) regional water shortages and deteriorating water quality.

Increase of 200-300 percent in the world water withdrawals in the next twenty years is predicted. Of 200 major river basins of the
world, 148 are shared by two countries and 52 are shared by chemical waste being produced at rates faster than we can safely
dispose them. Non renewable resources are being consumed at increasing rates.

2. Public Policy and the Environment

Preserving the carrying capacity of earth, major policy changes coupled with government business and individual actions can do
much to alleviate these problems. Important measures need to be taken such as mandating reforestation after cutting,
detoxification of chemical by-products before disposal, judicious soil management, energy and material conservation, industrial and
household recycling.

This must be combined with introduction of high yield hybrids and methods of farming the seas.

The reliable data upon which to base public policy has given a sense of urgency to the development of Environmental Psychology
and has contributed to its growth as discipline.

Important facts about Pakistan need to be taken under consideration:

1. Pakistan’s urban population to equal rural by 2030: UNFPA
Pakistan’s urban population is likely to equal its rural population by 2030, according to a report titled ‘Life in the City: Pakistan in
Focus’, released by the United Nations Population Fund (UNFPA) here on Wednesday.

2. Rural — Urban Migration (females)

According to the report on Pakistan, the proportion of females is lowest in rural to urban migration and highest in rural to rural
migration. The same pattern has been observed in India. In the rural-urban stream, the share of females is 51 percent in Pakistan. A
relatively large fraction of rural-urban migrants crosses provincial boundaries. The perception that “the urban migrant is invariably
a male” is incorrect; females make up a considerable proportion of migrants.

3. Slum Population

At least one in every three city dwellers in Pakistan lives in a slum. Many migrants, who move to cities in order to find jobs and
have a better life, may not find jobs in the formal sector or any kind of decent shelter with a minimum of basic amenities. The
informal sector provides employment to most migrants and they gravitate to squatter colonies where they build some kind of
shelter for themselves. As a result, slum and marginal human settlements have spread in most urban localities, particularly in urban
agglomerations.

4. Increase in Urban Population

The report also shows the share of the urban population increased from 17.4 percent in 1951 to 32.5 percent in 1998. The
estimated data for 2005 shows the level of urbanization as 35 per cent. The level of urbanization in Pakistan is the highest in South
Asia. More than 60 percent of the population of urban Sindh lives in Karachi and this concentration has increased over time.
Approximately three-quarters of the total urban population of Sindh are concentrated in just three urban centers: Karachi,
Hyderabad and Sukkur.

In Punjab, 22 percent of the urban population lives in Lahore, and half of the total provincial urban population lives in five large
cities. Peshawar has a population of approximately one million without counting the Afghan refugees, which is 33 percent of the
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urban provincial population. The share of Quetta in the total urban Balochistan population was 37 percent.

More than half of the total urban population of Pakistan lived in 2005 in eight urban agglomerations: Karachi, Lahore, Faisalabad,
Rawalpindi, Multan, Hyderabad, Gujranwala and Peshawar. Between 2000 and 2005, these cities grew at the rate of around 3
percent per annum, and it’s projected that this growth rate will continue for the next eight to nine years.

By 2015 it is estimated that the population of Karachi will exceed 15 million, while Lahore and Faisalabad will cross eight million
and three million-respectively. According to the UNFPA global report, more than half of the world population, around 3.3 billion
will be living in urban areas by 2008 and the number will swell to around five billion by 2030.
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Lesson 32
IMPACT OF ENVIRONMENT IN ITS INCUMBENTS

Human Population Growth and Environment

The human population of 6000 B.C. is estimated to have been about 5 million people. By A.D 1650 our numbers
reached 500 million and in the succeeding two hundred years we had doubled our numbers to 1 billion. In 80 years, by
1930, we had doubled them again. The current rate of population doubling is approximately 35 years (Ehtlich, 1968);
that is, at current growth rates, we can expect the number of human beings inhabiting the earth to double every 35
years and to quadruple within the expected life span of any given individual. Put differently, the world's population of
human is currently growing (total births minus total deaths) by an average of over 100,000 people per day (that's
approximately one new city of Chicago each month). By the year 2030, barring unforeseen catastrophe, the number of
humans vying for space on our planet will exceed 10 billion. Thus, humans are remarkably prolific procreators, and it
could be argued that reproducing is one of the things they do best! Carried to the absurd, Isaac Asimov tells us that, at
present rates of increase, in 6700 years all the matter in the universe will have been converted to human flesh by
unchecked fecundity. Such a geometric explosion of population (Asimov's preposterous projections aside) elicits rather
frightening, and highly probable, scenarios with respect to the quality of life in the future. Obviously there are limits to
population growth, and the rate of acceleration has begun to slow down, but whether this acceleration can be halted or
perhaps even reversed in time for our planet to remain habitable is a much debated question.

At the same time that our absolute numbers are growing, there has been a trend toward urbanization. Rather than
spreading ourselves evenly over the surface of the earth we have tended to concentrate our numbers into limited
geographical areas. The number of cities with populations in excess of 100,000 has quadrupled in the last 20 years and
is expected to quadruple again in the next 20 years. In the United States alone, 70 percent of our citizens live on only 2
percent of the habitable land. These two trends (increasing numbers and increasing urbanization) combine to bring
about dramatic rises in population concentration. The effects of these increases are only beginning to be considered
worthy of investigation. Furthermore, these trends are magnified in the developing countties (i.e., third world countries
show not only faster rates of population increase but also accelerated rates of urbanization). In light of the fact that
third-world countries do not have a highly sophisticated agri-economy upon which to build up an urban population,
these figures are especially disconcerting.

This unmistakable, wotldwide, positively accelerating trend toward urbanization has led a number of scholars to claim
that in today's world the major problems of society are urban ones, and that coping with urbanization constitutes the
major behaviors of modern humans. Personal anonymity, lack of privacy, crowding, feelings of powerlessness, a pull
between monotony and over stimulation, traffic, pollution, and other problems that are either created or aggravated by
increasing population concentrations are twentieth-century problems with which the inhabitants of Planet Earth may not
be ready to cope. Those who have looked to the future predict a wotld in flux and one quite different from the world
we now inhabit. Increases in starvation, pollution, communicable diseases, physical malfunctions, and slums are but a
few of the physical effects predicted to be influenced 4y increased population concentrations. Poorer physical and
mental health facilities and an increase in crimes and civil disturbances ate listed among the social problems, and such
psychological effects as increases in drug and alcohol abuse, greater family disorganization, with drawl, aggression, and
decreased quality of life are also foreseen.

Clearly, this is a rather alarming and dismal picture of the future brought on by unchecked population growth. But is this
mere speculation, the ratings of dooms dyers, or do these projections have some basis in fact? Predicting the effects of
population growth is perhaps one of the most central and fundamental issues in the field of environmental psychology,
and in this chapter we will attempt to provide some tentative conclusions from the research on this issue. We will first
review some of the research on the effects of urbanization, and then we will consider the related question of how
humans respond to high levels of population density (i.e., the study of "crowding").

URBANIZATION

As noted in the chaptet's introduction, the majority of out population lives in or near large cities. Thus, it is not
surprising that considerable effort has been expended toward describing and understanding the experience of urban life.
In  this  section we  will discuss the  physical, social, and  psychological  effects  of
urbanization.

Pakistan Situation
Pakistan’s urban population is likely to equal its rural population by 2030.

©copyright Virtual University of Pakistan 86



Environmental Psychology (PSY-511) VU

Life in the City: Pakistan in Focus’, United Nations Population Fund (UNFPA)

Utrbanization in Pakistan
Sindh: Share of the urban population increased from 17.4 percent in 1951 to 32.5 percent in 1998.The estimated data for
2005 shows the level of urbanization as 35 percent. The level of urbanization in Pakistan is the highest in South Asia.

Most & Least Urbanized Provinces
Sindh is the most urbanized province with 49 percent of the population living in urban areas. NWIP is the least urbanized
province with only 17 percent of its population living in urban areas.

Utrbanization Punjab & Baluchistan
Urban population in Punjab and Baluchistan in 1998 was 31 and 23 percent respectively. Urban population in Baluchistan
and Islamabad has been increasing at higher rates of 5.1 and 5.8 percent respectively.

Utrban Centers of Pakistan

More than 60 percent of the population of urban Sindh lives in Karachi and this concentration has increased over time.
Approximately three-quarters of the total urban population of Sindh are concentrated in just three urban centers: Karachi,
Sukkur and Hyderabad. In Punjab, 22 percent of the urban population lives in Lahore, and half of the total provincial urban
population lives in five large cities.

Utrban Centers of Pakistan
Peshawar has a population of approximately one million without counting the Afghan refugees, which is 33 percent of the
urban provincial population. The share of Quetta in the total urban Balochistan population was 37 percent.

Urban Population Concentration

More than half of the total urban population of Pakistan lived in 2005 in eight urban agglomerations: Karachi, Lahore,
Faisalabad, Rawalpindi, Multan and Hyderabad. Gujranwala and Peshawar between 2000 and 2005, these cities grew at the
rate of around 3 percent per annum, and it’s projected that this growth rate will continue for the next eight to nine years.

Utrbanization Growth Rate

By 2015 it is estimated that the population of Karachi will exceed 15 million, while Lahore and Faisalabad will cross eight
million and three million-respectively. According to the UNFPA global report, more than half of the world population,
around 3.3 billion, will be living in urban areas by 2008 and the number will swell to around five billion by 2030.

Country representative of UNFPA, Dr France Donnay said that the growth of cities would be the single largest influence on
development in the 21st century. But little was being done to maximize the benefits of urban growth or reduce its harmful
consequences. “Between 2000 and 2030, Asia’s urban population is to increase from 1.36 billion to 2.64 billion and Africa’s
from 294 million to 742 million”.

“Katchi Abaadi” Statistics

In Pakistan, the urban population living in “katchi abadis” varies between 35 and 50 percent. The growth of these informal
settlements in the two mega cities, Karachi and Lahore, has particularly been massive. In Karachi, these settlements
increased from 212 in 1958 to more than 500. In Lahore, there are more than 300 katchi abadis Faisalabad, at least 40
percent of the population lives in these abadis.
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Lesson 33
EFFECTS OF URBANIZATION

Physical Effects

The unchecked physical expansion of cities has created what some have called #rban sprawl. This term refers to
a random, and sometimes unseemly, spreading out of the city-proper in all directions. This often results in
business and industrial areas bordering or surrounding residential and recreational areas of the city. One
consequence of such random growth is the difficulty in maintaining an efficient and effective public
transportation system, with the paths of industrial, business, and residential traffic criss-crossing.

Apart from the bewilderment created for "out-of-towners" trying to find their way around the city, the noise
and traffic can disrupt the daily lives of inner-city residents (see Chapter 8 regarding the effects of noise on
apartment dwellers near freeways). Those who can afford it relocate and move to the suburbs on the outskirts
of the cities. The inner-city neighborhoods tend to deteriorate and become overcrowded—creating slums, or
ghettoes. Problems of disease, crime, and race relations become inevitable results of inner-city life. The flight
of the wealthy to the suburbs, together with the growth of super malls and shopping centers in the suburbs, leads
to the economic decline of the inner city. Finally, the dramatic population increase in the suburbs creates the
same problems that the suburbanites were originally attempting to avoid. Little wonder, given such a vicious
circle of events, that so many cities today are in a state of crisis!

In addition to the effects of urban sprawl on the life and vitality of the city-proper, a number of broader
environmental problems have been created by increased urbanization. Many of these were discussed earlier in
the chapters on climate and pollution, and more will be dealt with in later chapters on energy use and
environmental attitudes, cleatly, problems such as garbage, sewage, and industrial waste disposal, energy
shortages, air and noise pollution have their seeds in urbanization, and they are growing every day. While the
roots of environmental problems rapidly extend to the rural areas of our country (and; others), they remain
firmly planted in the urban centers. Fortunately, public concern for these problems has grown in the last
decade, and steps are being taken to improve them. Nonetheless, steady increases in population
concentrations in urban areas continue to aggravate the problems and impede efforts to eliminate them.
Finally, while researchers have only recently begun to investigate the causes and solutions of physical
environmental problems resulting from urbanization, they have been even slower to study the effects of
urban life on human beings. Some research has been done, however, and it is to this that we turn

Theories of Urban Effects

The large number of variables potentially affecting the city-dweller makes it difficult to achieve a simple
conceptualization of the effects of urban life on individual and social behavior. Some possible negative effects
of living in a city have been determined and accounted for by a variety of theoretical constructs, many of
which were discussed in Chapter 2. For example, Glass and Singer (1972) have studied the influence of
particular physical sz#ressors (e.g., noise) on performance and mental health. Wohlwill's adaptation-level theory (1976)
proposes that humans function best at intermediate levels of arousal. This latter approach accounts for negative
effects of city life by asserting that the excessive stimulation level in the urban environment produces over-
arousal.

A related approach suggested by Mil-gram (1970) is that the quantity and rate of stimulation that urbanites are
exposed to exceeds their systems' capacity, resulting in information overload by Proshansky, Ittleson, and
Rivlin (1970) suggest that the demands of city life limit an individual's freedom, leading to behavioral constraints
that can produce the feeling of loss of control over one's life. Finally, Barker (1968) argues that cities are
overmanned environments, where the number of inhabitants exceeds the system's capacity to provide
meaningful roles for its denizens. This lack of well-defined roles, in fact, produces feelings of marginality and
alienation.

While the various theoretical positions outlined above highlight slightly different aspects of the urban
experience, each can be integrated in the model presented in Chapter 2. To the extent that the configurations
of physical and social variables present in the urban environment are perceived by the individual as being
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outside an optimal range, displeasure, heightened arousal, and loss of control are experienced. This then leads
to coping behaviors designed to return the individual to an optimal range of pleasure, arousal, and
dominance. If these efforts are successful, the individual functions without behavioral disturbance.
Unsuccessful coping leads to the various negative effects discussed above. But while most of the research on
urban life has dealt with these negative effects, some theorists have proposed beneficial results of city life.

Urban-Rural Comparisons

A number of studies have compared differences in the incidence of physical and psychological disorders in
urban and rural environments. Interestingly, the results of these studies do not reveal uniformly worse
physical and/or mental health in cities in comparison with rural areas. It is perhaps not surprising that there
is a higher rate of respiratory diseases in cities, since these ailments are closely linked to air pollution.
Although common depictions of city life suggest a greater presence of stress, Hay and Wantman (1969)
report only minimal differences in the incidence of stress-related illnesses such as heart disease and
hypertension, and some researchers have even reported a lower incidence of other physical ailments in
urban areas in comparison with rural areas (Srole, 1972). Similarly, while alcoholism and drug addiction have
been reported to be more common in urban than rural areas (Trice, 1966), Dohrenwend and Dohrenwend
(1972) have reported that the incidence of psychoses is higher in rural areas than in cities. Thus, the city does
not seem to be a consistently pathological environment when compared with rural areas.

Social-Behavioral Effects

Differences between urban and rural settings have been reported in the occutrence of affiliation, prosocial, and
antisocial behavior. Studies have indicated that urbanites are less affiliative toward strangers than are people in
rural areas (e.g., McCauley, Coleman, & DeFusco, 1977; Milgram, 1977; Newman & McCauley, 1977).
Urbanites tend to avoid eye contact with strangers and are less likely to reciprocate friendly gestures than are
rural-dwellers. While studying prosocial behavior, several researchers have reported that urbanites are less
likely to help a stranger (Gelfand, Hartman, Walder, & Page, 1973; Korte & Kerr, 1975; Mil-gram, 1970,
1977). However, it does not follow that urbanites are inherently less friendly and helpful than people in rural
areas. These differences could be explained simply in terms of the urbanites paying less attention to other
people, perhaps as a means of coping with excessive stimulation (see Moser, 1988),

Finally, regarding antisocial behavior, clear differences have been reported between urban and rural areas in
the incidence of crime (Catlstam & Levy, 1971; Fischer, 1976; Zimbardo, 1969), with rural areas definitely
being safer than cities. While this may seem obvious, the reasons for greater crime rates in cities are not
wholly understood. Zimbardo (1969) proposed the concept of deindivid-nation to explain the high crime rate in
cities. The inhibitions against antisocial behavior, such as the fear of getting caught and being humiliated
before the community, are less effective in a city than in a small town. Owing to the large number of people
in the city, individuals may feel more anonymous and thus less concerned about what other people in the
community think about them. Theoties of over manning could also account for high crime rates in cities.
Given that there are many more people than there are jobs, unemployment is higher in cities,